
Development and characterization of a Penning ion source
using helium

by

Nicolas Savard

B.Sc., McGill University, 2014

M.Sc., The University of Victoria, 2016

A THESIS SUBMITTED IN PARTIAL FULFILLMENT

OF THE REQUIREMENTS FOR THE DEGREE OF

Doctor of Philosophy

in

THE FACULTY OF GRADUATE AND POSTDOCTORAL

STUDIES

(Physics)

The University of British Columbia

(Vancouver)

April 2022

© Nicolas Savard, 2022



The following individuals certify that they have read, and recommend to the Fac-
ulty of Graduate and Postdoctoral Studies for acceptance, the thesis entitled:

Development and characterization of a Penning ion source using he-
lium

submitted by Nicolas Savard in partial fulfillment of the requirements for the de-
gree of Doctor of Philosophy in Physics.

Examining Committee:

Reiner Kruecken, Professor, Physics, UBC
Supervisor

Morgan Dehnel, Adjunct Professor, Physics, UBCO
Co-Supervisor

Janis McKenna, Professor, Physics, UBC
Supervisory Committee Member

Mark Thachuk, Associate Professor, Chemistry, UBC
University Examiner

Richard Johnson, Emeritus Professor, Physics, UBC
University Examiner

Additional Supervisory Committee Members:

Jeremy Heyl, Professor, Physics, UBC
Supervisory Committee Member

Thomas Mattison, Associate Professor, Physics, UBC
Supervisory Committee Member

ii



Abstract

Penning ion sources are relatively inexpensive and compact ion sources, and there-

fore could be used to replace costly Electron Cyclotron Resonance ion sources for

high current α-particle production in medical accelerators. To be able to optimize

a Penning ion source for high current α-particle production, one first needs to be

able to characterize and understand the plasma dynamics within it under helium

operation. For this reason, a test stand and prototype Penning ion source is devel-

oped which allows for the confining magnetic field (0.1 - 0.9 T), inlet helium gas

flow (5-25 sccm), arc voltage (1 - 2 kV), and extraction voltage (≤ 15 kV) of the

ion source to vary. This thesis describes the design and engineering of the Pen-

ning ion source using helium gas. In addition, plasma simulations using COMSOL

Multiphysics™ are used to model how this ion source responds to various input

parameters, and diagnostics tools such as optical emission spectroscopy are used

to measure the plasma properties as these parameters are varied. The latter was

done by creating a collisional-radiative model which compares well with Yacora

on the Web from IPP Garching and improves upon it by adding radiation trap-

ping approximations. The optical emission spectroscopy diagnostic is compared to

Langmuir probe measurements in a TRIUMF-licensed Volume Cusp ion source to

verify trends observed using this diagnostic. It is found that the plasma simulations

and optical emission spectroscopy diagnostics agree on observed trends of electron

and ion density for each varied operational parameter. This is confirmed by observ-

ing the same trends when extracting the He+ ions from the ion source. However,

it is clear that the non-Maxwellian behavior of electrons can have a significant ef-

fect on plasma dynamics, which cannot be resolved with the current diagnostics or

plasma models. Thus future studies will need to be performed to analyze the elec-
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tron kinetics within the plasma to better determine how α particle density changes

as a function of the various input parameters, and thus how to optimize the ion

source for α production.

iv



Lay Summary

This thesis describes the design and engineering of an ion source (called the Pen-

ning ion source), which is the source of ions in a particle accelerator. The purpose

is to produce a certain type of particle, called an α-particle, with high intensity.

This particle is used to produce radioisotopes which can be used for localized can-

cer treatments within the body. Accelerators currently use an expensive ion source

to produce α-particles, and the accelerator community would like to replace these

ion sources with cheaper options, such as the Penning ion source. In order to do

this, we need to study the mechanisms of the Penning ion source to find out how

to produce α-particles to the appropriate intensity to replace these expensive ion

sources. This work is done in this thesis using experimental measurements, which

are compared to simulations.
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Chapter 1

Introduction

1.1 Accelerators for Medicine
Accelerators are machines that take charged particles and accelerate them to high

energies using electromagnetic fields. There are four primary uses for particle

accelerators: discovery science, medicine, industry, and security [3]. Discovery

science is using particle accelerators to create interactions that can be measured

to provide evidence for or against different theoretical models. Industry uses par-

ticle accelerators for semiconductor chip manufacturing, surface hardening, and

the general modification of material properties for commercial products. Security

needs particle accelerators for cargo inspection and material characterization.

Medicine generally uses particle accelerators for either direct therapy or to pro-

duce radioisotopes for medical diagnosis and radiotherapy. Some radioisotopes

that are produced will be directly introduced to the body by attaching it to a bi-

ological molecule that collects near a tumor [4]. The radioisotope will usually

radiate gamma or beta rays, which then destroys the targeted tumor in the body.

A relatively new field is alpha radioimmunotherapy. This uses radioisotopes

that emit alpha particles. Due to the higher amount of deposited power by alpha

particles in tissues, the effective range of irradiated tissue is much smaller than

other radiation types, resulting in localized energy deposition on the targeted tumor.

An example of such a radioisotope under recent study is 211At [5], which is

appealing due to its 7.2 hour half-life, which allows time for necessary pre-injection
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procedures. An additional benefit is that one of the forms of decay (other than

direct alpha decay) includes the emission of 77-92 keV X-rays, which can be used

to track the radioisotope inside the body via medical imaging techniques.

1.1.1 α Production

The reaction which produces 211At is 209Bi + α → 2n + 211At, where the α particle

has to be about 28 - 29.5 MeV. This reaction is usually undergone in cyclotrons

which accelerate the α particles to these energies, and then bombard them against

the bismuth foil. The source of these α-particles are the aptly named ion source,

which is what generates the ions within an accelerator. The cyclotrons which typi-

cally create these particles usually have Electron Resonance Cyclotron (ECR) Ion

Sources [6] to do this. These ion sources use strong magnetic fields which confine

electrons inside the source. The electrons are accelerated to high energies using

microwaves at the electron cyclotron frequency corresponding to the internal mag-

netic field strength. These energetic electrons then deposit their energy through

ionization of a background gas. The combination of higher particle confinement

and power deposition leads to the production of high-charge state ions. This al-

lows one to then extract relatively large currents of these high-charged-states, up to
16O7+ for example [6].

However, for many medical cyclotrons in use, these large and expensive ECR

sources are only used to produce α particles, which is excessive since α particles

are only a 2+ state [7]. Consequently, these cyclotron manufacturers are looking for

ways to get high current α-particle beams using less expensive and more compact

ion sources.

1.2 Penning Ion Source
There is an old type of ion source which is much simpler and lower cost than ECR

sources, and has been regularly used for producing high-charge state ions. This is

called the Penning ion source, sometimes shortened to PIG (Penning Ion Gauge)

source. These sources have been in use since the 1940s [8], and were first used as

ion sources in the center of cyclotrons due to the small space and strong magnetic

field there. The workings of a Penning ion source are shown in figure 1.1. This is a
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simplified example of a PIG source with the cross section along its center. The an-

ode is cylindrical and has two cathodes on either end which are biased about 0.1 - 2

kV below the anode. A charged particle will orbit about magnetic field lines within

a radius proportional to the magnetic field strength and inversely proportional to

the particle mass. Due to the small mass of the electrons, a strong magnetic field

(> 0.1 T) along the anode will prevent an electron from moving towards the an-

ode. In addition, the cathode-anode configuration will create electric fields which

push electrons toward the center of the source, therefore also trapping electrons

along this axis. These trapped electrons reach energies up to the electric potential

between the anode and cathode, and then oscillate between the cathodes until they

deposit part of their energy through ionization of the background gas, creating a

collection of electrons and ions called a plasma. Those ions near a slit in the an-

ode will then feel the pull of the puller electrode, causing them to be extracted out

through the puller slit into an accelerator system.

Due to the high degree of confinement, these ion sources have been used for

producing high-charge states of several heavy ions [9–14]. Although it is rarely

found in literature, there are some examples of accelerator engineers and scientists

who have made PIG sources specifically for the production of α-particles by us-

ing helium gas. In these cases, estimated beam currents for α-particles of up to

350 µA[15] have been achieved in standard ion sources, and up to an estimated

1 mA[16] when introducing mechanical movements to artificially create a small

plasma column.

There are numerous articles from the 1930s to the early 1970s that discuss the

Penning ion sources used in cyclotrons for heavy-particle high-charge state ion pro-

duction. Much is known about the engineering behind Penning ion sources in these

conditions. This includes various types of operations types such as cold cathode,

self-heated cathode, filament, and indirectly heated cathodes [8, 10]. This infor-

mation includes types of materials used, various designs, various gas species used

for operation (including metal vapors), and different extraction types. However,

these articles generally discuss engineering solutions based on certain constraints

for whichever cyclotron they’re built for, and rarely study the plasma dynamics

within. Researchers that did attempt to make measurements of the internal plasma

properties often used general power-balance estimates which are imprecise rather
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Figure 1.1: Simplified schematic of a Penning ion source. Composed of a
cylindrical anode (red), cathode (purple), and puller (dark orange). A
uniform magnetic field along the anode (blue arrows) allows confine-
ment of electrons (green) perpendicular to this field. The potential from
the cathodes (light purple-red) allows for confinement of electrons along
the magnetic field. Ions are then pulled out due to the electric field be-
tween the puller and anode.

than modern standards for plasma measurements [17].

In addition, it is even rarer to find any articles on the use of Penning ion sources

for α particle production. The few that can be found [15, 16] were designed in

cyclotrons with geometric constraints and set magnetic fields. Furthermore, many

references within the articles from conferences, internal reports, and PhD theses

are not readily accessible online since many of these studies were done before the

1960s. Therefore, unless they were published within a major journal at the time,

they cannot be easily accessed. This means that there is significant information

about high-charge state producing Penning ion sources that is not widely available.
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This includes how to optimize a Penning ion source in terms of various plasma

chamber geometries and magnetic field strengths for α particle production. There

are also few studies which include measurements of the plasma properties within

the ion source. Hence a literature review leaves one with little understanding of

how the plasma dynamics within the ion source, which varies according to what

parameters it operates at, changes α particle production. This lack of information

might prevent researchers from finding better engineering solutions which take

advantage of the internal mechanisms within the plasma that increase α production.

However, despite these limitations, it has been shown clearly that high charge states

can be produced within these ion sources. For example, Ar5+ could be produced

with up to 27.1% of the total beam current from such an ion source with about 25

mA maximum output [12]. Since the ionization from Ar4+ to Ar5+ at 74.84 eV

is higher than the ionization energy of He+, it is feasible that such a source could

be used to generate high currents of α particles. The need for these less-costly

ion sources is also quite timely, since the use of α particles for producing 211At

and PET (Positron emission tomography) radioisotopes like 43Sc [18] has gained

recent popularity.

1.3 Purpose of PIG development
The ability to produce high-charge states make the PIG source a potential candi-

date to replace ECR sources in α-producing medical cyclotrons, as they can still

produce high-intensity beams with simpler engineering and a more compact size.

This would severely reduce the cost of α-particle production in these accelerators,

and as a result would reduce the cost of producing radioisotopes for cancer ther-

apies. This has consequentially sparked interest in the viability of these sources

by a company called D-Pace Inc [19], a particle accelerator engineering company

which designs and sells commercial ion sources. They would like to design a

commercially available α-producing PIG source which could eventually become a

cost-effective replacement for ECR sources within medical accelerators. In order

to replace ECR sources, these would have to produce α-particle beams of about 1

mA at 30 keV ion beam energy, be able to last under continual operation for ap-

proximately 100 hours, and have a normalized emittance (essentially the angle ×
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geometrical size of the beam) of 1 mm-rad.

However, as mentioned in the previous section, a review of the scientific lit-

erature reveals that studies on PIG ion sources focus much more on engineering.

Studies of the internal plasma processes in these plasmas are rare and these pro-

cesses are therefore not well understood. In addition, these ion sources have often

been developed with conditional constraints, for example the value of the magnetic

field and geometrical space in a cyclotron. A stand-alone commercial source would

be free from such constraints as it would be situated outside the machine. This

means that a source could be optimized to create a maximal current of α-particles

by varying what would normally be kept constant.

It is for these reasons that it is important to create a PIG source test stand which

can have variable input parameters, allowing one to study how the ion source’s

beam currents change as a function of these parameters. These measurements could

then be used to find the optimal design of a PIG source which can maximize the

production of α-particles, leading to a design of a PIG source which can compete

with the ECR source.

It’s also important to know what causes an increase or decrease of α-particle

production as these parameters change, which means an understanding of how the

plasma itself varies and why these variations effect α-particle production. These

insights into the actual physics of the plasma are key components to higher-performance

ion source designs in the future. As a result, this test stand should be able to mea-

sure key properties of the helium plasma as well via plasma diagnostics. This can

then be compared to physical models which describe the plasma dynamics.

This thesis describes the efforts of designing, assembling, and characterizing

a PIG source using helium gas for α-particle production as a stepping stone for

future commercialization. This thesis will cover the design and assembly of the ion

source, the study of the helium plasma physics within the operational parameters

of the ion source, the development of a diagnostic for measurements of the primary

plasma properties, and observations of the ion beam extraction from the ion source.

The novelty in this thesis thus comes primarily from the measurements of the

plasma parameters within the Penning ion source as a function of the various input

operational parameters, and relating these to extracted beam currents. In this case,

the plasma properties will be diagnosed using optical emission spectroscopy which
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are being compared to predictions by a collisional-radiative model developed for

this thesis. Based on a review of the pertinent literature, such measurements have

not been done in the past, and could provide valuable information as to what causes

high production of certain charge states (specifically for α-particle production).

This thesis also presents models of the Penning ion source using relatively simple

(when compared to state-of-the art Particle-in-Cell codes) drift-diffusion codes in

order to determine whether such codes can be used to explain the plasma variations

observed by plasma diagnostics. In addition, the test stand design for the Penning

ion source will allow us to observe the effects of different magnetic fields on the

Penning ion source. Variations of magnetic field and their affects on the plasma

and beam output is rarely characterized, since Penning ion sources are generally

used within cyclotrons with constant magnetic field. Finally, since this test stand

is an original design, the reader will find novel engineering solutions to technical

issues within this thesis, which could be beneficial to other ion source physicist-

s/engineers with similar issues.
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Chapter 2

Theoretical Concepts

2.1 Plasma Defined
Before one can understand the workings of a Penning ion source, one must first

understand the nature of matter within this object: a plasma. A plasma is often

described as the fourth state of matter. Starting from a solid, an increase in tem-

perature in the system leads to a weakening of inter-molecular bonds turning it

into a liquid. A further temperature increase will break the bonds which keeps

the liquid together, leading to the formation of a gas. A gas typically has negli-

gible interactions between particles, and therefore the final bond to be broken are

the internal atomic bonds between electrons and the nucleus. The process of re-

moving electrons from atoms/molecules is called ionization, and is the process by

which plasmas are formed. This fourth state of matter is then reached when there

is enough energy to keep some significant portion of the atoms/molecules ionized

as positively charged ions and negatively charged electrons (or negative ions).

2.2 Atomic Structure
To understand how plasmas are formed, it is useful to conceptualize the structure

of an atom. It is assumed that the reader is familiar with the classical description

of the atom, in which a nucleus composed of protons and neutrons is surrounded

by orbiting electrons. An accurate representation of the atom requires quantum
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mechanics, which confines the state of an ‘orbiting’ electron by four quantum

numbers: n (principal quantum number), l (orbital angular momentum number),

ml (orbital magnetic quantum number), and ms (spin magnetic quantum number)

[20]. The later numbers are essentially the projection of the angular momentum

and spin along a particular direction. n and l are integers, and the restrictions for

all quantum numbers are l +1≤ n, |ml| ≤ l, and ms =±1
2 .

The Pauli exclusion principle says that a state defined by some unique combi-

nation of these quantum numbers can only be occupied by a single electron. Stable

ground state atoms are usually formed by placing electrons into increasing energy

states (starting with the lowest energy state) until the number of electrons is equal to

the number of protons in the nucleus. The valence electrons are the least bounded

electrons found on the outermost ’shell’ (usually highest n and l). An excitation

of an atom usually corresponds to one of these valence electrons being raised to

a higher energy state through energy exchange with a colliding particle. The ion-

ization of an atom corresponds to the valence electron being completely removed

(unbounded) from the atom through energy exchange with a colliding particle.

2.2.1 Helium Structure

For helium and other light elements, the different electron configurations are often

specified by total orbital quantum number and spin for all the valence electrons.

This is to characterize the total coupling between electrons due to spin-orbit inter-

actions. These are given by L=∑ li and S =∑si. The total orbital quantum number

is given by an integer L = 0, 1, 2, 3, 4, 5, etc, which are known as S, P, D, F, G,

and H levels respectively. The total angular momentum number is then defined by

J = L+S. The multiplicity of a term is defined by the possible values of J, which

is 2S+1 for L > S.

The way each term is defined in helium is by the n2S+1L notation. For example,

in helium the electron configuration for n = 4, S = 1 and L = 1 is the 43P term. This

term then can be further specified by sublevel with a total angular momentum. The

amount of these sublevels is the multiplicity of the term. So in the case of the 43P

term, we have L = 1 and S = 1, 0, -1 along a projected axis, so the total angular

momentum can be J = 2,1, or 0. If we want to specify the total angular momentum
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number, this is in form n2S+1LJ . As an additional example, for n = 2, S = 1, L = 1,

and J = 2 we specify as the 43P2 term.

There is further splitting of microstates for each J due to the different projection

of J onto a particular axis (Jz) which is 2J +1. So for each term with particular L

and S, there are a total of (2S + 1)(2L + 1) microstates which is the statistical

weight g. It is generally convenient to group all the terms by numbers n, L, and

S since the microstates have negligible differences in energy. As a result, they are

considered degenerate states in energy.

2.2.2 Spontaneous Emission

Excited states have some probability per unit time to undergo spontaneous emis-

sion, which is the emission of a photon by transitioning to a lower excited or ground

state. For LS coupling (such as in helium), there are a few selection rules for al-

lowed dipole radiation when undergoing spontaneous emission. These are when

∆S = 0 and ∆L = 0,±1, with the exception of transitions with L = 0→ L = 0.

Other radiative transitions that do not follow these rules are called ‘forbidden’.

This is a misnomer as they do exist, but they are simply much less probable than

the allowed dipole transitions.

There are some excited states which have only ‘forbidden’ radiative transitions

to lower energy states. These excited states that do not have high probabilities of

radiative transitions are called metastable states. In a plasma, these states gener-

ally transition to lower energies via collisions. These can be collisions with other

particles or with the plasma chamber wall.

The spontaneous transition probability for a radiative transition from state i to k

is symbolized by Aik (also known as the Einstein Coefficient) given in units of s−1.

This transition produces a photon with energy (and therefore specific frequency

and wavelength) corresponding to the difference between the two energy levels.

The radiated power for a certain radiative emission (sometimes called a spectral

line) is [20]:

εline =
1

4π
hνkiAkink (2.1)

where the subscripts k and i refer to the upper and lower state respectively, nk is the
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density of the upper state, and νki the frequency of the radiated photon. This gives

the radiated power for a particular spectral line per unit volume and solid angle.

2.3 Electron Impact Collisions
The dominant source of collisions in weakly ionized plasmas are electron impact

collisions. These are collisions between electrons and the neutral gas particles in

the volume of the plasma chamber. These collisions generally involve elastic and

inelastic collisions. An elastic collision is when the two particles do not have any

change in their internal energies, and therefore the total kinetic energy of the sys-

tem stays the same. In an inelastic collision, the total kinetic energy of the colliding

particles is not conserved, because some of the energy goes into the internal energy

of one of the particles. For an electron interacting with a neutral gas particle, this is

the result of either excitation or ionization of the neutral particle. An electron can

also gain energy from the collision due to a de-excitation of an excited neutral par-

ticle, which causes the upper level electron to go to a lower state with the transition

energy going to the colliding electron.

2.3.1 Cross Sections and Rate Coefficients

The cross section, usually symbolized as σ , is used to describe the likelihood of a

reaction for a particle and is usually a function of the difference in velocity between

the two particles. A common way to visualize the cross section is to imagine a

volumetric slab filled with neutral particles of number density ng, which we assume

to be stationary with respect to the electrons. Let us also assume there is a flux of

electrons with density ne that enters this slab with some velocity ve. In this case the

amount of electrons that interact (ncollision) within some length of the slab x along

the direction of the electrons is:

ncollision = σnengx (2.2)

So the amount of interacting electrons is proportional to the density of elec-

trons, the density of gas particles, the distance the electrons traverse the back-

ground gas, and the cross section. So the cross section is the area perpendicular
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to the electrons velocity which corresponds to an interaction with the background

gas. If we differentiate 2.2 with respect to time, we then get the volumetric reaction

rate.

RV = ngne < σ(ve)ve >= ngneK = ngν (2.3)

In this equation we also define the rate constant K =< σ(ve)ve > and the col-

lision frequency ν , which will be important parameters when studying volume

processes in plasmas.

2.3.2 Elastic Collisions

In elastic collisions, all energy transfer is through the kinetic energy of the initial

particles. The average fraction of kinetic energy transfer from mass m to a particle

of mass M is [21, 22]:

γ =
2mM

(m+M)2 (2.4)

In the case of electrons on atomic particles, the electron mass is order of magni-

tudes smaller, resulting in a very small transfer fraction for each elastic interaction

between fast electrons and slow neutrals. Plasmas are generally powered by giving

energy to the electrons and then having them deposit this energy in a background

neutral gas. It’s because of this small energy transfer in elastic collisions that the

electron temperature will generally be higher than the background gas temperature

(and ion temperature) in most laboratory gas discharges. Between heavy particles

though, the fraction of kinetic energy lost is much higher, which leads to them

reaching an equilibrium temperature among themselves.

2.3.3 Coulomb Collisions

Electrons can also undergo elastic collisions with ions in the plasma via Coulomb

collisions, which is scattering due to the Coulomb force between two charged par-

ticles. The cross section is normally defined for scattering of the particle by large

angle (greater than 90◦). Since the Coulomb force is long range, the dominant

source of large angle scattering is due to the sum of many small-angle collisions.
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The net scattering cross section of an electron on an ion is [22]:

σei =
8
π

b2
0lnΛ (2.5)

where we define Λ and b0 as:

b0 =
q1q2

4πε0ECM
(2.6)

Λ =
2λDe

b0
(2.7)

with q1 and q2 being the charges of the particles, ECM being the center of mass

energy (usually approximated as the electron energy in plasmas due to much higher

energy), and λDe the electron debye length (see section 2.5.1).

2.4 Charged Particle Losses
After a plasma has been formed, electrons and ions formed via electron impact

ionization can then be lost in two primary ways: ion-electron recombination and

charged particle diffusion to the chamber walls.

2.4.1 Electron-Ion Recombination

Electrons and ions will recombine if two conditions are met: they are sufficiently

low in velocity, and the population density is high enough so that the average dis-

tance between them is small, therefore allowing the particles to get trapped by each

other’s Coulomb potential [21].

The three-body recombination is described by e + e + A+→A* + e and is most

important in atomic plasmas, where A represents the atom. The second electron

in the collision is required for momentum conservation. The asterisk symbolizes

an excited state of particle A. Radiative recombination is described by e + A+ →
A + photon. The cross section for this is typically smaller than three-body recom-

bination because it requires radiative emission in the time-scale of an electron-ion

interaction. This process is dominant over three-body recombination at low elec-

tron densities.
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2.4.2 Wall Neutralization

Typically, ion sources have conducting metallic walls which allow charged parti-

cles to be dumped. Positive ions which reach this wall will be neutralized by the

electrons in the conducting wall. Electrons meanwhile will simply be absorbed in

the wall upon collision. This is usually the primary source of charged particle loss

in low pressure ion sources, due to the fairly high arc currents, and relatively low

electron densities.

2.5 Plasma Physics

Plasma Temperature

Temperature is an important property of a plasma, as it is proportional to the mean

kinetic energy of the particles, which affects how much energy is available for

ionization. A gas at thermal equilibrium will tend towards an isotropic Maxwellian

distribution, which refers to a standard Maxwell-Boltzmann distribution, which is

described by [23]:

f (v) =
(

m
2πkBT

)1/2

e−
mv2

2kBT ,
∫

∞

−∞

f (v)dv = 1 (2.8)

where v is the particle velocity, m the particle mass, kB the Boltzmann constant,

and T the temperature in Kelvin. In plasma physics, it is typical to cite temperature

in eV rather than Kelvin, which corresponds to 1.6×10−19 J, or the energy gain of

a particle of elementary charge e across a 1 V gap. It is sometimes more useful

to use the relation v =
√

2E
m , for non-relativistic particles of kinetic energy E and

mass m, to present the distribution as a function of energy:

f (E) = 2

√
E
π

(
1
T

)3/2

exp(
−E
T

) (2.9)

where T is the particle temperature in eV. This is an example of an electron en-

ergy distribution function (EEDF), which describes the portion of particles within
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some infinitesimally small energy range dE. This requires:

∫
∞

0
f (E)dE = 1 (2.10)

However, the temperature of a plasma often isn’t uniform among all particles.

This is especially true within ion sources, as the gas pressure is often so low (<

50 mTorr) that electrons can reach thermal equilibrium among themselves, but not

with the heavier neutral gas particles and ions before diffusing to the walls. This is

because electrons have negligible mass compared to these heavy particles, which

from equation 2.4 results in minimal energy transfer between them.

As a result, different species will have different temperatures between the neu-

tral gas, ions, and electrons. These are Tg, Ti, and Te respectively. Te is typically

much higher than Tg and Ti as it is the primary absorber of the electrical power used

in ion sources.

Even among certain indistinguishable particles, such as electrons, there might

even be different temperatures along different axes in a coordinate frame. This can

happen due to the existence of magnetic fields. The forces on charged particles per-

pendicular to the magnetic field may be different than those along it depending on

which direction the force goes. This can then produce uneven heating of particles

in these directions.

2.5.1 Fluid Model

A common way to model the complex many-body dynamics of a plasma is to

simplify the equation of a charged particle within it to a collection of charged

particles within some volume, called a fluid element. In order to get the basis of

the fluid equation of motion for a charged particle fluid in electromagnetic fields,

we start with the single charged particle Lorentz equation and multiply by the local

density n of this particle [23]:

mn
d~v
dt

= nq(~E +~v×~B) (2.11)

where q is the charge of the particle, ~E and ~B the electric and magnetic field. If we

change the variable to a fluid element velocity ~u and expand the derivative on the
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left-hand side, then we get:

mn
(

∂~u
∂ t

+(~u ·~∇) ·~u
)
= qn(~E +~u×~B) (2.12)

This describes how a fluid of charged particles with average velocity ~u moves

in applied electromagnetic fields. Within a fluid element, the change in the fluid

velocity will also come from the exchange of its particles with other particles in

other fluid elements. This is the pressure force, where the pressure of a gas at some

point in space is p = nkBT , and the pressure force per unit volume is then −∇ · p
which is added to the right side of eq 2.12. Plasma physicists usually assume a

Maxwellian distribution that is isotropic. For non-isotropic velocity distributions

with different temperatures along each spatial axis, this pressure term becomes a

tensor.

So we have changes in fluid element velocities due to external fields and due

to the pressure force. However, in a plasma there are usually several types of

particles. So we also need a collisional factor which accounts for the change of

particle velocity due to collisions with other particles. These particles are typically

background neutral particles in weakly ionized plasmas. In the fluid equation, we

are looking at momentum loss, which is proportional to the difference in velocity

(~u− ~u0) where ~u0 is the neutral velocity, and also proportional to νen which is the

electron-neutral collision frequency. In this case we refer to the charged particles

as electrons, but for ions the collision frequency would be νin. Adding this term as

well to 2.12 we get:

mn
(

∂~u
∂ t

+(~u ·~∇) ·~u
)
= qn(~E +~u×~B)−∇ · p+mnνen(~u−~u0) (2.13)

We have the frequency term νen = nnσ(v)v, where nn is the neutral particle

density, σ the cross section for momentum loss of the charged particle on a neutral

particle (typically dominated by elastic collisions), and v the charged particle ve-

locity. As we assume a Maxwellian velocity distribution, we average the reaction
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rate σ(v)v over the entire distribution. As a result, one generally uses:

νen = nn 〈σv〉 (2.14)

Drift-Diffusion Model

Equation 2.13 is often further simplified in order to avoid the non-linear depen-

dence on ~u. First we assume a steady-state where ∂~u
∂ t = 0. We then assume that

the fluid is dominated by collisions, so that
(
(~u ·~∇) ·~u

)
<< ν~u, consequentially

causing the total time derivative d~u
dt term vanish on the left side of the equation. In

the absence of magnetic field, we then get the following equations:

Γ = n~u =±µn~E−D∇n (2.15)

The ± is used for either negative or positively charged particles, as it deter-

mines which direction they drift along the electric field. Γ is the particle flux, µ the

mobility, and D the diffusion coefficient. The latter two are defined by:

µ =
e

mν
(2.16)

D =
kBT
mν

(2.17)

These are related by the Einstein relation:

µ =
eD
kBT

(2.18)

This is called the drift-diffusion model, and is often used to model steady-state

plasmas.

Boltzmann relation and the Debye length

For the case of electrons, where we assume equation 2.15 to be 0 due to their low

mass and therefore can reach steady states in small time scales, we can then also set
~E = −∇V and solve for the Boltzmann relation assuming the minimum potential
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is at V = 0 [22, 23]:

ne = n0e
eV

kBTe (2.19)

with n0 the number density where V = 0. This essentially states that the elec-

tron density at a certain potential is reduced for higher temperatures due to the

increased ability of some electrons to escape the potential well. On the other hand,

the electron density will increase with increasing electric potential, thus electrons

will collect around any positive potential until their attraction is equal to the oppos-

ing pressure force. Notice ion velocities are ignored, as they are much less mobile

than electrons due to their heavier mass.

Using this relation and Poisson’s electrostatic equation, we can estimate the

scale of this electrostatic shielding effect within a plasma as a function of the elec-

tron density and temperature. This is called the Debye length [21–23]:

λD =

(
ε0kBT

ne2

)1/2

(2.20)

where ε0 is the vacuum permittivity. This is an essential parameter which deter-

mines whether plasma physics applies to some spatial region. If we have a space on

the order of some scale L >> λD, then any local potentials which come about, usu-

ally by some increase/decrease in charged particle concentrations, will be shielded

and leave most of the space free of large electric fields. This maintains a funda-

mental condition of ’quasi-neutrality’ in a plasma. This condition is that ne ≈ ni,

which is necessary for a steady-state plasma to be contained within some volume.

2.5.2 Plasma Confinement with Magnetic Fields

The use of magnetic fields to contain charge particles within a plasma is used in all

fields of plasma physics; including ion sources, thermonuclear fusion, ion thrusters,

and light sources. This is because charged particles are confined to a helical path,

with radius called the gyroradius, along the magnetic field lines. The gyroradius

is:

rg =
m
q

v⊥
B

(2.21)
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where m
q is the particle mass to charge ratio, and v⊥ its speed perpendicular to the

magnetic field B. Thus the higher the magnetic field strength, the more confined a

charged particle is moving perpendicularly to this field.

Using equation 2.13, with the steady state assumption du
dt = 0 and getting rid

of the
(
(~u ·~∇) ·~u

)
term, one can solve for the mobility and diffusion coefficients

perpendicular to the magnetic field. Along the magnetic field, only equation 2.15

applies. The equation for the drift perpendicular (denoted by symbol ⊥) to the

magnetic field is:

Γ⊥ = n~u⊥ =±µ⊥n~E−D⊥∇n+n
vE + vD

1+(ν/ωc)2 (2.22)

where ωc =
qB
m is the cyclotron frequency for the charged particle with charge q,

which is the angular frequency that it rotates about the magnetic field lines. vE and

vD are drift velocities which come from the general ~F×~B drift velocities, where ~F

relates to either the force from the electrical field or from the pressure force. These

will be neglected in this thesis, as it does not lead to a net drift to the chamber walls

in a Penning ion source. The perpendicular diffusion coefficient and mobility are:

µ⊥ =
µ

1+(ωc/ν)2 (2.23)

D⊥ =
D

1+(ωc/ν)2 (2.24)

We see from equations 2.24 and 2.23 that when ωc >> ν , the mobility and dif-

fusion coefficient become proportional to 1
B2 , which severely retards the movement

of charged particles perpendicular to the magnetic field. This is the reason why

strong magnetic fields are preferred for charged particle containment.

2.6 DC Discharges
The Penning ion source is an example of a DC discharge, which is essentially

a steady-state plasma sustained by a cathode (negative voltage terminal) and an

anode (positive voltage terminal) at a constant arc voltage and arc current. The arc

voltage and arc current is simply those parameters defined across the cathode and
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anode.

2.6.1 Collisionless Sheath

A plasma is usually contained within a chamber with metal walls which acts as a

loss mechanism for charged particles. We’ve seen from the notion of the debye

length that potentials in a plasma tend to be shielded, keeping the bulk plasma

quasi-neutral. This effect is what causes a sharp drop in electric potential towards

the chamber walls, called the plasma sheath.

The reason for this is as follows: let us assume a quasi-neutral plasma ni ≈ ne

within a metal chamber, with no magnetic fields. Due to their low mass, electrons

near the wall will escape much faster than the ions. This leaves behind a concen-

tration of positive charge and therefore an electric field within the plasma pointing

towards the wall. This field retards the electrons in the direction of the wall while

increasing the ion drift towards the wall, until a steady balance between the two is

reached.

An example of a sheath profile of a helium plasma near the wall is shown in

figure 2.1. The sheath is within a few debye lengths λDe, with the potential drop

being due to a decreasing ne
ni

ratio in the sheath. In order for this to happen, the ions

at the sheath edge require a minimum speed towards the sheath called the Bohm

velocity [22]:

uB ≥
(

eTe

M

)
(2.25)

where M is the ion mass. This allows the ions to replenish the ion-rich sheath

quickly enough to not be space-charge neutralized by the thermal electrons. This

means that a small electric field is needed within the plasma called the presheath,

in order to accelerate the ions so they can fit this criterion.

In DC discharges with relatively large arc voltages, most of the voltage drop

tends to be across the cathode sheath. Within this high voltage sheath, the arc

current contribution from the ions is much higher than that of the electrons, due to

the higher ion density needed to keep the high voltage sheath. Because the sheath

is dominated by the ions, the current density can be represented by the Child-
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Figure 2.1: Spatial sheath profile example as a function of electron/ion den-
sity and electric potential.

Langmuir Law [22]:

J =
4
9

ε0

(
2e
M

)1/2 V 3/2
s

s2 (2.26)

where Vs is the voltage across the sheath, and s the sheath distance.

2.6.2 Electron Cathode Emission

Most of the arc voltage is across a small region on the cathode surface called a cath-

ode sheath. The plasma is then sustained with high energy electrons originating

from the cathode and accelerating across this sheath into the plasma. These elec-

trons undergo several elastic and inelastic collisions with neutral particles, causing

them to lose energy and scatter. Some of these inelastic collisions will be ionization

collisions, which replace electrons/ions lost to the walls.

The most common source of electrons at the cathode is from secondary emis-

sion due to ion neutralization upon hitting the metal surface. As the ion gets close

to the cathode, an electron within it can tunnel into the potential well caused by the

ion and neutralize it. The extra energy from the reaction goes to another electron
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within the metal. If this energy is enough to overcome the work function of the

metal, which is the potential barrier confining the electrons within the metal, the

electron can then escape from the metal. The probability of secondary emission

from an ion is usually about 0.1 - 0.4 [24].

This sort of gas discharge is often called a glow discharge, which is a fairly low

pressure (0.01 - 1 Torr), high voltage discharge commonly used in PIG sources.

These discharges have most of the electric potential drop across the sheath, with

quasi-neutral plasma within the bulk of the discharge’s volume. At large enough

currents, usually on the order of about 0.1 - 1 A, the ion bombardment on the

cathode will be intense enough for the discharge to transition to a ’hot cathode’

state. This is when ion bombardment heats the cathode to temperatures appropri-

ate for thermionic emission. Thermionic emission is when a few electrons within

the metal gain enough energy (due to the large bulk temperature of the metal) to

overcome the potential barrier set by the material’s work function. A discharge

which relies on thermionic emission is often called an arc discharge. The current

density of thermionic electrons on a metal surface at a temperature T with work

function Wf is given by [21]:

Je =
4πme
(2π h̄)3 T 2 exp(

−Wf

kBT
) (2.27)

Figure 2.2 shows the arc voltage and current modes for general DC discharges.

We see that the normal glow discharge is fairly constant, but then goes into an

abnormal glow discharge. This is a positive differential resistance mode, which

means that current and voltage are directly correlated. Once the discharge transi-

tions into an arc discharge, an increase in current results in a decrease in voltage.

This is called a negative differential resistance mode, where the resistance of the

arc starts to drop quickly as the conductivity of the arc starts to increase. An arc dis-

charge is usually ignited directly with a heated cathode at temperatures hot enough

to generate large electron currents from its surface. However, arc discharges can

also be ignited self-consistently by heating from the plasma ions bombarding it,

which is called a self-heated cathode discharge.
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Figure 2.2: Example transitions between various states of DC discharges.
The main three regimes are the dark discharge at low currents, where
there is very little light emission, the glow discharge regime where
light is emitted, and arc discharge where cathodes start to run hot and
thermionic emission leads to large arc currents.
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Chapter 3

Ion Source System Design

3.1 Magnet Design
One of the parameters that should change the properties of the plasma in an ion

source significantly is the magnetic field strength, as this affects the confinement

of the charged particles. However, a magnetic field complicates extraction of ions

due to the curvature it imposes on the ions through the Lorentz force. This means

that variations of magnetic field will create variations in the curvature of the ions,

making it difficult to have the ions guided to one place for diagnostics such as

current measurements.

The solution to this is to have a system as shown in figure 3.1, which shows a

cross section of the ion source overlaid on a magnet pole. The magnet pole will be

a c-magnet, with the ion source between the spacing of the poles. The magnet can

then be used as the confinement field for the plasma, while simultaneously splitting

the extracted ion trajectories based on mass to charge ratio following from their

different gyroradii in the magnetic field (equation 2.21). In this case we assume

the ions to be split will be mostly He+ and α particles for a helium plasma. It is

also assumed that the voltage between the ion source anode and the puller is 15

kV, which gives 30 keV α-particles, a typical beam energy for coupling to medical

cyclotrons. The current from these ion beams can be measured by a Faraday cup

(F-Cup for short) which can be moved along the axis perpendicular to the initial

extraction of the beam. The F-Cup is essentially a copper block with a grounded
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shield with a slit in front of it. Any charged particles that make it through the

grounded shield slit is then measured as a current on the copper block. Thus even

for different magnetic field strengths the ion beams can always be measured after

doing a 180◦ arc trajectory. The remainder of the beam gets dumped on the beam

dump behind this movable F-Cup.

PIG Source

Puller

α

He
+

Beam Dump

F-Cup

Magnet Pole

Figure 3.1: Simplified schematic of ion source beam diagnostic. The two
particles (He+ and α) rotate 180◦ within the magnet pole area where
there is a strong magnetic field. A movable Faraday cup (labeled F-
Cup) can then move along this axis and read out ion currents for various
applied magnetic fields

The disadvantage of such a setup is that one needs a very large magnet pole

area in order to measure currents in a large range of magnetic fields due to the

proportionality of the gyroradii with the field (assuming constant extraction voltage

between the puller and source). However, size and cost restrictions do not allow for

such large field ranges, so a compromise must be made. An additional constraint

is that the larger the gap between the poles, the more the magnetic field will leak

outside the pole gap and bow rather than being only in the direction of the pole gap

distance. This means that one has to also compromise between the magnet pole
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gap and the actual size of the ion source. Furthermore, a magnet will be at ground

potential along with the vacuum box, and so the ion source will be at 15 kV with

respect to the poles, requiring an even bigger gap for high voltage (HV) insulation.

This is detrimental especially for the confinement field inside the ion source, since

electrons follow the field lines, and thus bowed magnetic fields mean part of the

electron direction will be towards the anode, which could increase diffusion of the

plasma electrons to the anode. For this reason, the ion source has to be placed in a

region of uniform magnetic field with minimal bowing.

Most PIG sources in cyclotrons are quite long (up to 100 mm anode length),

due to the large size of cyclotron magnets. However, space and cost restrictions

have shortened the gap to 78 mm, allowing for a roughly 50 mm anode length. The

overall area of the pole needs to be large to compensate for large gyroradii of the

ions at lower magnetic fields. For a helium ion at a magnetic field of 0.4 T at 15

kV, the gyroradius is about 90 mm. The distance from the ion source extraction

to where the ion current is read by the F-Cup is twice that, so about 180 mm. A

maximum pole diameter of 270 mm was allowed for the design, and so to keep the

ion rotation within the pole gap for this lower value of magnetic field, we need to

have the ion source off-center, as shown in figure 3.1.

3.1.1 Magnet Simulations

The issue with having the ion source placed off-center is that the magnetic field

lines bow the further you get from the center. Therefore, for the magnet, we need

to make sure the field is still mostly confining in the ion source perpendicular to the

pole-to-pole distance. The simplified magnet design is show in figure 3.2, with the

grey being low carbon steel and the large block coils a simplified representation of

several coil turns.

The magnet is simulated with the magnetic fields module in COMSOL Multiphysics™[25].

COMSOL™ is a program that solves many sorts of partial differential equations

within many realms of physics and engineering. The module solves the magnetic

field for some static case using stationary state Maxwell’s equations for magnetic
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Figure 3.2: Simulation model of magnet. Pole gap is 78 mm, pole tip diam-
eter is 270 mm. Material is low carbon steel 1010. Coils shown as solid
block coil.

fields in a 3D mesh:

∇× ~H = ~J f ∇ ·~B = 0 (3.1)

where ~J f is the free charge current density. For further simplification and to reduce

computation time, we can reduce the problem by taking advantage of the inherent

symmetries of the magnet: the symmetry plane along the center of the pole gap,

and the symmetry plane cut across the center of the C-magnet. It is important also

to have a very fine mesh within the pole gap where we want fairly accurate results,

along with a course mesh outside the magnet to take into account all the leakage

field (field lines outside the magnet yoke or pole gap).
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In order to keep the electrons confined along the field lines, the field lines

should be along the pole-to-pole axis, which we’ll call the ẑ axis. To estimate

how uniform the field lines should be, one can take the equation for diffusion in

a magnetic field. In the tensor form of equation 2.24, one finds that the diffusion

along the r̂ axis within the ion source in the absence of electric field is proportional

to [25]:

Dr ∝

(
1

µ2
e
+B2

r

)
(

1
µ2

e
+ |~B|

) (3.2)

where µe is the electron mobility, |~B| is the magnetic field strength, and Br is the

magnetic field in the radial direction from the center of the PIG source. A way

to estimate the severity of the bowed field is to take the ratio of the diffusion Dr

including the Br component of the magnetic field to the diffusion where Br = 0. By

evaluating this ratio for the ion source domain at various distances from the pole

center, we can see how severely the bowing of the field effects electron diffusion

for various ion source placements.

This is shown in figure 3.3, which shows the ratio of the volume-averaged

diffusion coefficients with and without the simulated Br component as a function

of radial distance from the center. The volume in this case is the expected plasma

volume of the PIG source, which is a cylinder of radius 4 mm and height 50 mm

centered in the pole gap. The location of the center of this volume is the radius

variable in mm, which is the distance from the magnet pole center. µe is taken to

be about 1000 m2

V s which is typical for the discharge pressures typically seen in low

pressure helium discharges [26]. We see that the diffusion coefficient ratio goes up

with increasing radius because of the increased components of field perpendicular

to the pole gap. However, it is also seen that the ratio increases more dramatically

at higher fields. This is because the magnetic field flux starts to saturate within the

poles of the magnet, which causes the fields to leak out perpendicular to the pole

gap as it becomes more difficult for the field to go through the magnet yolk.

It is clear that it is much more desirable to have the ion source closer to the cen-

ter of the pole. However, this would limit experiments to very large fields, which

limits the range of testable magnetic fields as lower field strengths would cause the
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Figure 3.3: Volume-averaged radial diffusion coefficient ratio for electrons
as a function of distance of ion source from center of magnet pole. The
ratio is of the radial diffusion coefficient including the simulated radial
field Br to the coefficient without this component.

ions to travel outside the pole area. In addition, higher fields over-saturate in the

magnet yoke, which means significantly more current on the coils are required to

increase the magnetic fields. As a compromise, it was determined to put the ion

source at a position within the pole area away from the center. If we consider the

2-D plane along the center of the pole gap, with ŷ in the direction of particle ex-

traction and x̂ perpendicular to this axis, then the ion source is moved to a location

of (-40, -20) mm, which restricts the diffusion coefficient increase to less than 10%

its value without bowing. In figure 3.4, an example of the estimated particle tracing

for extraction of 30 mA (black lines) of He+ and 3 mA of α (white lines) at 0.4

T peak magnetic field (colormap of |B|) extracted at 15 kV is shown. Here we see

that at this position, the particles are still able to do a 180◦ turn just within the area

of uniform magnetic field strength.
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Figure 3.4: Color map is the magnitude of magnetic field along the center
plane of the pole gap with a peak close to 0.4 T. Overlaid is an example
of 30 mA (black lines) of He+ and 3 mA of α (white lines) extracted at
15 kV. Space-charge effects due to the ions space charge deposition is
included.

3.2 Vacuum Box
A vacuum box (V-Box) was designed from Aluminum 6061 and made so that the

magnet pole is attached as part of the V-Box. This means the pole ends are directly

in the vacuum, therefore keeping the gap distance to the required 78 mm. A cross

section of the vacuum box along the middle of the pole gap plane is shown in

figure 3.5. Here one sees the beam dump and faraday cup diagnostics shown, as

well as the Penning ion source (design discussed later) within the magnet pole.

The turbo pump shown is a HiPace™ 700 manufactured by Pfieffer Vacuum. This

was chosen due to its size which allows it to be more easily used given the space

constraints and size of the V-Box. A wide-range-gauge vacuum gauge will be

attached to the end of the vacuum nipple as shown, in order to be far enough away

from the pole gap so the fringe magnetic fields don’t affect the measurements.

In order to estimate the pressure inside the Penning source, which cannot be

measured directly, one can use the basic molecular equations for the escape of gas
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Figure 3.5: Cross section of Penning system with V-Box, magnet, ion source,
and Faraday cup (F-Cup) shown. Faraday cups can move back and forth,
and have a water cooled beam dump behind it. The ion source is inserted
through a rectangular flange on the side. The location of the HiPace™
700 turbo pump is also shown.

through an orifice. This is given by [27]:

∆p =
Q
C

=
Q

A
√

kTg/2πM
(3.3)

where ∆p is the pressure across the orifice, Q the throughput of the gas through

the orifice (which is also called the gas flow), C the conductance of the orifice,

with A the orifice area. In the case of a Penning ion source, the orifice area is the

slit of the ion source since this is where gas escapes to the vacuum box, which we

nominally make a 1.5 mm × 10 mm rectangle. However, a more accurate way

to determine the pressure inside is to use MolFlow+ [28], which is a Monte-Carlo

code that traces elastic collisions of particles on walls to determine the pressure

within a system. In this code, you introduce a gas flow from some point and for

some gas (the mass flow of gas inside the ion source), and an output area on the
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vacuum box with some pumping speed set by the turbo pump (655 l/s for helium).

This assumes no collisions between gas particles, which is the regime of molecular

flow. The reality is that at the flow rates expected (up to 40 sccm), the flow starts

to get into transitional flow, which is fairly complex and cannot be easily approxi-

mated. As we are still in the low collision end of transitional flow with very large

differences in pressure across the slit, molecular flow equations are a reasonable

assumption.

A simplified CAD model of the V-Box and ion source was made to be imported

into the MolFlow+ program. In experiments, helium gas will be introduced along

a gas line with a mass flow controller in series, which measures a gas flow in sccm

(standard cubic centimeters per minute), which goes from 0→ 40 sccm for helium

gas. This gas assumed to be at Troom = 293.15 K goes through the gas line into the

ion source and comes out through the slit into the vacuum chamber. The average

number density within the ion source is solved for as a function of input gas flow

in sccm, which follows a linear trend. However, the neutral density may change

within the source due to changes of gas temperature in the plasma. To account

for this, we can use equation 3.3 but with the assumption that the conductance

estimated from Molflow+ is still proportional to only the square of the gas temper-

ature in the source, and that the flow of room temperature particles going into the

ion source volume is the same as the flow escaping from the orifice at whatever the

gas temperature becomes in the source:

ng = nroom(qpV )

(
Troom

Tg

)3/2

(3.4)

where ng is the gas density inside the source at temperature Tg, and nroom is the

calculated gas density in the source from the Molflow+ simulations at room tem-

perature Troom = 293.15 K. By fitting nroom as a function of Q from Moflow+, we

get:

ng =
(
1.247×1020qpV −2.026×1018)(Troom

Tg

)3/2

(3.5)
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3.3 Igniting and Sustaining a Plasma
It is expected that higher arc currents will generate larger ion beam currents due to

an increased amount of plasma electrons for ionization and therefore a higher ion

density. This is what is typically seen in literature for high-charged state Penning

ion sources as well [8, 10, 16]. In the literature mentioned before, most Penning

ion sources used for high-charge states found were either self-heated cathodes,

filament arc cathodes, or heated cathodes. For this project, self-heated cathodes

were chosen as the primary mechanism due to the greater simplicity of design,

longer lifetimes, and to save the usable space within the magnet pole gap.

A simplified schematic of the electronics used for the plasma is shown in figure

3.6. The entire anode of the PIG source is elevated up to 15 kV with respect to local

ground. There is also a plasma power supply (plasma PS) which is a Glassman

EV series which can operate up to 750 V and 4 A. This is the main driver of the

plasma arc in the ion source. However, for a self-heated cathode, a plasma must

first be ignited, and the cathode heated enough by ion bombardment of the plasma

to sustain thermionic emission. To do this, a 100 µF capacitor is charged up to

5 kV using the CCPS (capacitor charging power supply, CCPF-500 from Lumina

Power) while the plasma ignition switch is open. After charging, the switch is

closed, and the capacitor is discharged across the PIG source thus igniting the

plasma. If there is enough energy and a high enough pressure, the large amount of

energy stored in the capacitor allows the plasma to reach a low voltage, high current

state, after which the plasma PS takes over. To protect these power supplies from

discharging into each other, a pair of high voltage rectifiers is used to block back-

current into these power supplies. A 200 ohm resistor is used to prevent arcing

from the capacitor discharge. The 13 mH inductor is used to stabilize the arc by

preventing high-frequency oscillations.

3.4 First Ion Source Design
A PIG ion source was designed to be placed as shown in figure 3.5. Figure 3.7

shows a vertical cross section of the ion source, with the various components la-

beled. The anode was made of graphite to be cooled via radiative emission, which

is separated by the cathode with Shapal Hi-M Soft™, an electrical insulator with
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Figure 3.6: Schematic for electronics used in PIG ion source ignition.

relatively high thermal conductivity. The cathode is made of tantalum as it has low

sputtering relative to other metals and a high melting point which allows it to get

to thermionic emission temperatures. It also has a low work function of 4.2 eV

which also eases the transition to thermionic emission. Shapal™ insulators sepa-

rate the HV (high voltage) components from the grounded magnet pole on the top

and bottom.

Work was put into simulating, designing, and manufacturing this ion source. In

addition, the experimental setup also included modifications to the ISTF with setup

of the stand, setup of the PLC controls, and setup of all electrical, vacuum, and

plumbing connections. An example of the setup is shown in figure 3.8. However,

this ion source did ultimately fail under high voltage.

Figure 3.9 shows an example of a discharge along the insulators separating the

anode and cathode voltages which was typical when trying to ignite a plasma at 15

kV. This would happen after several bright sparks. Many modifications were done

in order to decrease this sparking such as precision cleaning of the parts, shortening

of puller electrode, and replacing of HV parts with insulators. However, ultimately

there was always consistent sparking and the ion source could not be operated
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Figure 3.7: First PIG ion source design, with different parts labeled.

Figure 3.8: Example picture of the overall setup, with the magnet, vacuum
box, turbo pump, water cooling lines, and stand shown.

correctly. In addition, one may notice that other insulators are used for movement

of the puller, which comes from rods from the HV side. This also led to various

issues with sparking.

There are likely two reasons for this, and it has to do somewhat un-intuitively

with the insulation. Insulation can actually make HV operation worse, due to the

existence of triple points, which is where the electric field at the meeting place

35



Figure 3.9: Glowing discharge along insulators shows primary area of HV
breakdown.

of an insulator and electrode will be stronger than expected due to the reduction

of electric field within the dielectric. An example is shown in figure 3.10, which

shows a axially symmetric model of two thin electrodes with 15 kV on top and 0

V on the bottom separated by 4 mm. The grey portion is an electrical insulator

with relative permittivity of 6 between the electrodes. Without the insulator we’d

get a uniform electric field of 3.75 kV/mm. We see however that the electric field

becomes much higher in the space where the insulator meets the electrode, which is

because the insulator reduces the field within it, making the field larger in the gap.

This can cause field emission of electrons from the electrode, which collect on the

insulator generating sparks along it, which turns the outside into a conductive track

for other sparking events.

Another issue with the insulator is that any electrons which are created near

the puller, either due to ion bombardment or ionization of background helium gas,

will go along the field line to collect on the insulator, which will also lead to charge

collection and eventual sparking. So it is clear that insulators should be avoided

wherever possible in order to decrease the strong fields and consequential break-

down of these insulators. In addition, it has been found experimentally by some

ion source users that sparking within vacuum between electrodes can be beneficial,

as it can lead to the destruction of whatever surface contaminants on the electrode

is initiating the sparks. This is known as conditioning of the electrodes.
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Figure 3.10: Simulation of two axi-symmetric 6 mm radius electrodes sepa-
rated by 4 mm. Lower boundary is ground, upper boundary is at 15
kV. Grey is an electrical insulator of relative permittivity of 6.

3.5 Second Ion Source design
A second ion source was designed to fix the issues with the previous version. The

first requirement was to make a design that avoids the use of electrical insulators as

much as possible to avoid potential triple points and charged particle collection at

extraction. The geometrical restriction is that it must go in as one piece at the same

flange on the V-Box as the old ion source (see figure 3.5), as time restrictions does

not allow for another re-design of the rest of the system. A CAD model view of the

ion source inside the V-Box is shown in figure 3.11. An additional view showing

the other side with the bracket and cooling tubes is in figure 3.12.

3.5.1 Electrostatics

To prevent potential sparking, it is important to limit the electric fields. As a con-

servative estimate, it is recommended to keep electric fields less than 3 kV/mm

[29], which is the approximate breakdown field in atmosphere. The electric field

is simulated with the AC/DC module of COMSOL Multiphysics™, which solves

Poisson’s equation for electrostatics:

∇ ·~E =
ρ

ε
(3.6)
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Figure 3.11: Ion Source CAD design shown in V-Box. The ion source is
floating at up to 15 kV with respect to the grounded puller, V-Box, and
Beam Dump around it.

Figure 3.12: Ion Source CAD design shown with hollow bracket and wa-
ter cooling copper tubes used to cool the anode and cathode. Also
shown is the insulator which separates the large copper anode and the
grounded puller. Relative position to magnet poles also shown.

where ρ is the total volume charge density, and ε is the permittivity of the medium.

The largest obstacle is the vertical spacing between the magnet poles, as in order
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to have 3 kV/mm fields, the minimum theoretical spacing required between the 15

kV components and grounded magnet is 5 mm (for infinitely flat electrodes). This

leaves a maximum of 68 mm of the 78 mm spacing within the pole gap to fit the

ion source. In addition, the beam dump and vacuum feedthrough also provides a

space limitation perpendicular to the pole gap.

Given the constraints of the system, 3 kV/mm could not be achieved since the

ion source has to curve up with respect to the grounded V-Box. An example of a

2-D slice of a fully 3D electrostatic simulation solved for the 15 kV components

with respect to a surrounding grounded boundary is shown in figure 3.13. Here

we see that the field at the corners is slightly higher than 3 kV/mm limit (close

to 3.1 kV/mm). This is at 6 mm clearance between the HV components and the

bottom/top of the V-Box. However, in order to further decrease the field, one would

need to decrease this clearance, which impacts the space needed for the cathodes

and plasma chamber. The plasma chamber especially we want to keep as long

as possible, since it’s already shorter than most high-charge state producing PIG

sources found in literature, and a longer plasma column is necessary to increase the

trapping efficiency of electrons emitted from the cathodes due to a greater distance

traversed in the background gas.

Figure 3.13: 2-D slice showing electric field strength in V/m. 15 kV compo-
nents are in grey, the surrounding wall is representative of the grounded
V-Box. The corners surpass the limit of 3 MV/m and peaks at about
3.1 MV/m.
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To make up for this, the ion source and its exposed HV components have been

made with as large a radius of curvature as possible in order to decrease the curva-

ture of the electric equipotential lines. This then decreases the electric field strength

since ~E =−∇V . However the curvature cannot be too large, as this extends the HV

components perpendicular to the pole gap, which then brings the HV components

closer to the beam dump and the inner walls of the feedthrough. For this reason, it

was considered a reasonable risk to have the corners be over the 3 kV/mm limit as

it is already a conservative estimate.

There will be areas where insulators are necessary though, in which case, it is

necessary to avoid triple points and electron collection. For the insulator between

the puller and anode (see figure 3.12), it was first necessary to push the distance

between points of contact on both electrodes as much as possible. Hence why the

insulator is somewhat embedded into the anode. It is also pushed to the side to be

away from the large fields found at the extraction point of the puller and anode. It

is also typical for these insulators to be ribbed to increase the surface area in case

there is any conductive path created along its surface. However, this feature is also

implemented for another reason, as shown in figure 3.14. The ribbed feature also

adds plenty of vacuum space between the HV electrodes where the field is stronger

compared to inside the insulator. This also means that if there is a triple point

at the ends due to a small amount of space between the insulator and electrode

contact, the field will be reduced because a stronger field within the grooves will

compensate for this. This is why the grooves were also used on the HV insulator,

which was also simulated to make sure the field strength was much less than 3

kV/mm.

3.5.2 Ion Extraction

COMSOL Multiphysics™ has a module called the Charged Particle Tracing mod-

ule which can be solved with a bi-directional time-dependent solver. This works

by first solving the electrostatics for some 2-3 dimensional geometry. Afterwards,

a set of charged particles with some initial conditions (charge, mass, velocity, loca-

tion) are released and their path within the simulation space is solved using basic

time integration of the force equation due to the forces from the electric fields.
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Figure 3.14: Magnitude of electric field along 2-D slice of insulator, with
anode in grey (15 kV) and puller in black (ground). The electric field
magnitude is less than 3 kV/mm, and the grooves along the insulator
help prevent field from getting too strong at the triple point regions.

These charged particles are often called macroparticles, which represent a cluster

of several charged particles to decrease computation of the many trillions of parti-

cles that are actually produced. The dependence on a constant magnetic field can

also be added. After allowing the particles to move for some set amount of time, the

final space charge deposition of the particles (the integrated sum of charge which

goes through a mesh volume) is solved for, which is then used as an additional

source of electric fields in the electrostatic solver. This cycle then repeats for a set

amount of iterations, which allows for the space charge of the particle beam to be

taken into account.

For the extraction of ions from the source, it is important to have most extracted

particles go through the puller so that they can be measured by the Faraday cup

without worrying about whether a significant amount of He+ or α have hit the

puller, since we cannot distinguish between them on the puller. However, pullers

come in various shapes, and we want to determine what is the optimal shape for

extraction of these particles to go through the puller slit. The basic ways a puller

can be changed with respect to some constant anode slit (which will be nominally

1.5 mm× 10 mm) is the puller to anode distance, the offset of the two slits centers,
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the outer chamfer angle of the puller ends, the puller slit width and height, the inner

chamfer angle for both the anode and puller, and the distance between the anode

slit edge and the inner chamfer. These will nominally be 3 mm, 0 mm, 2 mm, 2.5

mm × 11 mm, 30◦, and 1 mm respectively. A visual example of these can be seen

in figure 3.15.

(a) Basic model (b) Anode and Puller Chamfer Model

Figure 3.15: CAD models used for studying extraction of helium ions from
PIG source using Charged Particle Tracing with space charge effects
in COMSOL™. Model (a) allows for variations of outer chamfer an-
gle (expressed as distance from the corner), puller slit offset from the
anode slit, and the distance between the puller and anode. Model (b)
introduces an angled chamfer to offset the magnetic fields, in addition
to the offset of the chamfer from the anode slit edge, and the puller slit
dimensions.

For both models, an array of He+ and α particles are introduced uniformly

on the slit’s projected surface about 0.1 mm from the outside of the anode slit.

So this plane is between the inner plasma column and outside extraction area of

the slit. In order to represent a worst case scenario of maximum beam divergence

due to the space charge of a high current beam, an estimated beam current of 20

mA is used for He+ (1000 macro-particles) and 2 mA for α particles (300 macro-

particles). These are estimated from beam currents of heavy charged particles from

PIG sources in literature. The anode is at 15 kV and the puller and a rectangular

boundary around it, representing the vacuum box, is at ground. The vacuum box is

made only a bit larger than the space outside the puller simply to establish a ground

potential after the particles go past the puller slit. A larger ground box is avoided to
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prevent even longer simulation times due to a larger mesh volume required. In or-

der to force all particles to be extracted, the boundaries at anode potential force the

ions to be bounced off, so all inlet particles have to be dumped on a grounded wall,

maximizing the space charge potential. The temperature of the particles are set to

a large value of about 5000 K, higher than expected in these ion sources which

should represent a worse case scenario for temperature-dependent divergence. A

total of 10 iterations were used in order to get to a convergent solution. The purpose

is to design a puller that allows most particles to be extracted without bombarding

the puller in the worst case scenario.

Figure 3.16 shows the resultant currents of He+ and α particles on the puller for

the COMSOL™ model shown in figure 3.15a. We see in figure 3.16a that having

an offset between the anode and puller slit (in the direction of magnetic Lorentz

force) can compensate for the curvature of He+ particles due to the magnetic field

especially at higher fields of 1.1 T. However, we see that the amount of particles

hitting the puller does not change significantly for either particle, likely because

of the strong space charge deposition from the beam. Figure 3.16c shows that a

decreasing distance will increase the amount of particles that go through the puller

slit for both particles simply because the larger acceleration from the electric field

then offsets the magnetic force. However, it is not recommended to place the puller

too close though, as the electric fields will be strong enough to ignite constant

sparking between the electrodes which will prevent proper operation of the source.

From figure 3.16b, we see that the outer chamfer angle does not strongly affect the

particles, meaning that bending of the electric potential here does not significantly

affect the bending close to the extraction slits.

We see a weak dependence when changing the slit height on the puller (figure

3.16d) since the electric field will simply be stronger toward the slit edges along

its length. This will lead to slightly more divergence for the slow He+ particles

perpendicular to the magnetic field causing more to hit the puller edge, but this is

delayed for the α particles likely due to their stronger acceleration and the effect of

the He+ space charge deposition. However, increasing the slit width (figure 3.16e)

clearly decreases puller bombardment in both cases. However, the vertical (along

the slit height) divergence of the beam does increase within the simulation, likely

because the vertical electric field components increase near the slit. This is not
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desirable since the Faraday cups slits are only about 60 mm tall, so this should also

be limited.
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Figure 3.16: Sweep of parameters of puller offet (a), puller outer chamfer
(b), puller distance from anode (c), puller slit height (d), and puller
slit width (e) with the resultant current for each particle on the puller.
These are based on the model shown in figure 3.15a
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A possible way to offset the curvature of the magnetic field is to introduce an

angled chamfer on one side of the anode and puller slits to create an electric field

that counters the force from the magnetic field. Figure 3.17a shows how the angle

of this chamfer does offset the magnetic field as less particles hit the puller at 1.1

T. It is clear that the weaker magnetic field is easier to offset with an electric field,

hence why the puller currents are smaller at weaker fields. However, it does seem

that at weaker fields, the lower charge state is actually overly effected by the fields,

causing a larger divergence of the beam which hits the puller. Figure 3.17b shows

that the increasing offset of the anode chamfer from the anode slit weakens the

component of the electric field which can offset the magnetic force near extraction,

which causes more particles to hit the puller regardless of magnetic field strength.
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Figure 3.17: Sweep of parameters of a) Anode chamfer angle and b) Anode
chamfer offset with the resultant current for each particle on the puller.
These are based on the model shown in figure 3.15a

From these simulations, a design was settled on which would include an angled

chamfer of 30◦ offset about 0.5 mm from the anode slit. The slits on the anode and

puller are offset by about 0.23 mm, with the distance between them about 2.3 mm.

These combinations are chosen so that the puller and anode combination can work

at a range of magnetic fields while minimizing the amount of particle bombardment

on the puller. A test model of this configuration was simulated similarly to previous

studies, and it was found that no particles hit the puller for magnetic fields up to

about 0.8 T at 15 kV extraction.

A cross section of the final puller and anode slit designs is shown in figure
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Figure 3.18: Cross Section of ion source which shows the puller and anode
plate. Both puller and anode plate have symmetric slants so that the
electric field can offset the magnetic field curvature. The anode and
puller slits are also slightly offset.

3.18. The anode slits are on a metal plate which is bolted onto the anode chamber.

The puller is bolted to an electrical insulator which is also bolted to the anode on

its other side. The puller is immovable to avoid issues with the movable puller

controlled from the HV side in the previous version. The primary reason for the

anode being on a bolted slit plate is so that future experiments can have different

anode slit geometries, including a geometry used for a movable puller. This mov-

able puller would come in from the free flange on the other side of the vacuum

chamber to keep it well grounded.

3.5.3 Electron Trapping

First experiments found that the new ion source could sustain up to 15 kV without

beam for all magnetic fields and inlet gas flows up to even 40 sccm, which corre-

sponds to a helium background pressure of about 5×10−4 Torr. This is a massive

improvement over the last model which couldn’t sustain these voltages. However,

when igniting a plasma for beam extraction past about 6 kV extraction voltage, se-

vere discharges were continuously formed at the back HV insulator, creating severe
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scorch marks and cracking of this insulator. Consequently, the HV power supply

was unable to hold extraction potential therefore rending the ion source inopera-

ble. Charged particle tracing simulations show this is not due to low energy ions

bouncing along bracket wall to the insulator since they’d get pushed vertically to

the grounded magnet poles rather easily. However, electrons are not completely

tied to the electric field lines, as they will undergo what is called an E×B drift,

which is what happens when a charged particle is in a perpendicular electric and

magnetic field. They will then have a drift velocity defined by [23]:

vE =
~E×~B
~B2

(3.7)

where vE is the drift velocity due to this drift. This happens because of the change

of the charged particle’s gyroradius when in different parts of the electric field,

which causes the particle to move perpendicular to the two fields. Within the ex-

perimental setup, this essentially allows electrons to move across very high electric

fields perpendicular to the magnetic field without being dumped on any electrodes

because of their tiny gyroradii. This drift is represented in the center of the vac-

uum box as red arrows in figure 3.19 (from COMSOL™ electrostatic simulations),

where the grey boundaries and transparent walls are at ground, and green is at 15

kV which represents the ion source components. All arrows go directly to the back

insulator on the side, which is exactly where the scorch marks are seen. So it would

seem that the electrons that are generated, likely through either ion bombardment

of the puller or ionization of the background helium, then get transported to the in-

sulator through the E×B drift. These electrons collect on it until the charge density

becomes large enough to ignite sparking along the insulator.

Combating this completely requires a complete change of the orientation of the

ground and high voltage electrodes, though time and cost prevents another com-

plete overhaul of design. However, a novel technique for trapping these electrons

was made by designing a set of electrodes which connect to the beam dump (con-

nected to ground through a 510 Ω resistor) and the HV bracket. This is shown in

figure 3.20. The electrodes were designed over a few iterations to find what best

reduced the fields using electrostatic simulations. In the end, like the ion source

design, fields could not be reduced to less than 3 kV/mm everywhere due to limited
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Figure 3.19: E×B drift direction and logarithm of magnitude along the cen-
ter of the magnet pole gap. Green is a representation of the anode
potential at 15 kV, and grey is the ground potential. Vacuum walls are
also at ground, but are made transparent for visibility.

space. The electrodes work as shown in figure 3.20b, where the E×B drift forces

the electrons to either get trapped on the flat part of the wing electrode in the center,

or it continues to follow the E×B drift between the two electrodes until it arrives

within the ‘wings’ of the wing electrode. In this area, a component of the electric

field points along the magnetic field, allowing the electrons to be dumped on the

inner wings before drifting to the insulators. The beam dump extender electrode is

kept larger in height than the HV ion source components to make sure that there is

a component of the electric fields that push the electrons towards the center plane

of the V-Box. Otherwise electrons would be able to go up and around the beam

dump extender.

In addition, some electrons may come from divergent ions which go through

the 2 mm space between the beam dump and magnet poles, which then emit elec-

trons via secondary emission after hitting the poles. A simple aluminum piece was

made to shield this spacing to prevent this. After design and manufacture of the

electron trap electrodes, they were placed inside and the ion source could then go

up to 15 kV with beam extraction. There were still very light scorch marks on the

insulator likely due to some electrons that can escape the trap, but the ion source is

now fully operable. Figure 3.21b shows scorch marks on the wing electrode which
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(a) Outer View

(b) Cross section view

Figure 3.20: Outer and cross sectional view of the added electrodes used as
an electron trap. Figure (a) shows the outer view with the two elec-
trodes with respect to the ion source, and (b) shows how the trap mech-
anism works with a cross sectional view.

are the electron dumping spots predicted by simulations, which are shown in figure

3.21a. This is a simulation of the electron drift for electrons which originate near

the puller. The colored dots show the final dumping spots of each electron within

the domain and their final kinetic energies, whilst the lines are their paths. This is

evidence that the electron trap works exactly as intended and is the reason why the
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ion source could now be operated. It should be noted that other simulations which

change the origin of the electrons, such as on the puller or beam dump surface,

show the electrons still go towards the trap.

(a) Simulation of Electron Trap

(b) Marks on Wing Electrode

Figure 3.21: Figure (a) shows a charged particle tracing simulation of the
electrons born near the puller over time when 15 kV (green) is applied
to the ion source and everything else is grounded (grey and transpar-
ent). Color bar shows the electron energy in keV. 99/100 electrons are
dumped on the wing electrode. Figure (b) shows a picture of the wing
electrode after use, which shows scorch marks exactly where electrons
are predicted to be dumped.
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3.5.4 Cathode Heating

For a self-heated cathode, the cathode must get hot enough from ion bombardment

to emit thermionic electrons. However, it is also important to not let other compo-

nents get too hot, which can cause mechanical warping, cracking, and additional

electron emission that can generate parasitic sparks.

So in order to get high currents, one needs a metal with a low work function

that can reach the high temperatures required for thermionic emission. Refractory

metals like tungsten, molybdenum, and tantalum are often used since they fit these

requirements. Tantalum was chosen since it generally gives the best compromise

between a high melting point, a low work function, and low sputtering rate [10].

Sputtering is important to consider since the ion bombardment will cause the metal

to be sputtered which then coats the surrounding walls and insulators, possibly

leading to a short between the anode and cathode. It can also lead to a change in

the plasma chemistry or even a reduction in the plasma geometry if the sputtering

is severe enough to create a few tantalum layers on the walls. This was noticed

directly on the first ion source iteration.

A CAD view of the final design is shown in figure 3.22. The tantalum cathode

has a thin neck to prevent too much conductive heat transfer to the cooling block,

therefore keeping the cathode hot. The face of the cathode facing the anode column

is 10 mm in diameter, larger than the 8 mm diameter of the anode column. An

additional MACOR™ insulator is placed between the cathode and cooling block

for additional thermal conductivity. Electrical and mechanical contact is made

by screws holding the cathode down on the copper cooling block. This block is

at cathode potential and is cooled by de-ionized water through copper tubes fed

through from the outside of the vacuum. The anode block is made of copper and

is also cooled by de-ionized water in the same way. The cooled copper block is

electrically separated by two stacked Shapal™ insulators from the anode block.

This insulator is cut and stacked in two pieces so that it covers the spacing between

the anode and cathode potentials. This makes most of the gas within the plasma

column escape through the anode slit.

Two changes in this design were made after initial tests sustaining an arc dis-

charge. The first is that despite most of the plasma bombardment being on the
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cathode surface facing the anode column, tantalum was still able to coat the insula-

tors which reduced the effective electrical resistance between the anode to cathode.

Hence why rough cuts were made to the insulator (see figure 3.22) which makes

the cathode block act as a shield for these sputtered atoms. On the side of the cool-

ing block closer to the cathode (without the curve), it turned out a far cut would not

work, so a piece of stainless steel was placed into a socket to act as a sputter shield

for the electrical insulator on this side.

Figure 3.22: CAD view of cathode design. Cathode is made of tantalum, and
screwed to a cooled copper block with screws. A thin thermal insulator
piece is between the copper block and tantalum for extra insulation.
This cooling block is separated from the anode housing by an electrical
insulator. This insulator is cut-out to prevent sputtered tantalum from
coating it. A sputter shield is placed on one side.

The other change was the addition of the MACOR™ piece used for extra insu-

lation. The design was simulated using the Heat Transfer Module in COMSOL™

which can solve for conductive, convective, and radiative heat transfer given the

materials in the simulation domain. It is not known what the power on the cathode

will be, so it is unknown what cathode neck thickness is needed to keep a certain

temperature. However, one can simulate how the surface temperature, and there-
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fore the expected thermionic current, changes for different cathode thicknesses

given a certain power deposition.

An estimated maximum power of 1 kW is assumed for the total PIG source

based on what has been observed with other self-heated PIG sources using helium

[16]. It is assumed that part of the power goes to the cathode surface facing the an-

ode column and another portion on the inner surface of the anode column. It is un-

known what the power proportion is expected to be, though due to the high voltage

sheath near the cathode which is the predominant method of ion escape (therefore

large ion energies bombarding the cathode), it is estimated that the portion of ion

current (and therefore power) on the cathode could be up to 50%. The heat transfer

equations are solved in the steady state for several cathode neck thicknesses and

different proportion of total power (1 kW) going to the cathode. The heat transfer

coefficients for the water cooled parts assume water velocity of 5 m/s and temper-

ature of 30◦C. The thermal conductivities and heat capacities for the various parts

are taken directly from the COMSOL™ library of materials. Radiative heat trans-

fer from the hot cathode head and neck is considered with an emissivity of 0.3.

The resultant average anode column temperature and integrated thermionic current

on the cathode head (solving equation 2.27) is shown in figure 3.23 as a function

of the portioned power on them. Even at 100 W cathode power (900 W on the

Anode column), we see that the anode column temperature is maxed at about 87◦C

which is well below the glowing temperature for copper. It seems therefore that

the cooling is sufficient for the anode block. For cathode moderate (300 W) to

high cathode power, one can get a total thermionic emission > 1 A which is what

is typically within the thermionic range for arc discharges. However, if the power

distribution ends up being smaller, then the PIG source will be unable to get to a

thermionic state.

It was observed experimentally that the Penning ion source could indeed get

ignited to a thermionic hot cathode mode for neck thicknesses of even 4 mm if the

gas flow is high enough (about 20 sccm). The ion source can still operate because

there are enough gas particles to ionize and generate the large currents necessary

to ignite the plasma. However, since most ion sources with helium operate closer

to 5 sccm [15], it was necessary to thin the cathode to about 0.9 mm thickness.

This allows the cathode to stay hot even at lower gas temperatures, where there
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Figure 3.23: For a set simulated power of 1 kW total, the average anode
column temperature and total thermionic cathode current is shown as
a function of the portion of power on the cathode. This is shown for a
few different cathode neck thicknesses.

are smaller ion currents heating the cathode due to less gas to ionize in the bulk

plasma.

3.5.5 Materials

Materials were chosen to be vacuum compatible, which means they have low out-

gassing, and non-magnetic to retain uniformity of the magnetic field from the C-

magnet. The anode, cathode cooling block, and cooling tubes were made of copper

due to its high thermal conductivity and electrical conductivity. The bracket and

HV flange was made of aluminum due to low cost, electrical conductivity, and

mechanical stability. The anode plate (with the extraction slit) and puller were

made of molybdenum due to its high melting point (can take higher power loads

from beam), mid-range thermal conductivity and good electrical conductivity. The
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electrical insulators were made of Shapal™ Hi-M soft, an aluminum nitride based

machinable ceramic which is also a medium-range thermal conductor. This means

that it will help spread the cooling between the different electrodes. The HV insu-

lator was made of PTFE as it’s a low-outgassing plastic.
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Chapter 4

Plasma Diagnostics

4.1 Langmuir Probe
One of the most popular methods for the determination of plasma parameters is the

Langmuir probe. This is simply a metal probe inserted into the plasma, which is

biased to some potential VB with respect to the grounded plasma chamber. VB is

swept through a range of voltages in order to get the current drawn on probe. This I

vs VB curve is then used to extract the electron density, plasma potential, and elec-

tron temperature. In order to avoid large perturbations of the plasma, the dimension

of the probe should be much smaller than the dimensions of the chamber.

The plasma at the probe location has some plasma potential Vp with respect

to the chamber walls. When VB = Vp, the lack of potential difference means the

probe is getting current mostly from the high speed electrons. As VB is increased,

the probe will start to draw more electrons until an electron saturation current is

reached. When VB < Vp, electrons will start to get repelled until VB reaches the

floating potential Vf . This is when the voltage is low enough to repel most of the

mobile electrons and attract the less mobile ions so that the two drawn currents are

equal, resulting in a net current of 0 A on the probe. At VB < Vf , more electrons

are repelled until we get to the ion saturation current where only ions are attracted.

Let us consider a probe with some area A which is large enough so that the

plasma sheath thickness about the probe does not significantly influence the area.
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When VB is sufficiently small, the ion saturation current than becomes:

Isat = ensuBA (4.1)

where ns is the ion density at the sheath edge, and uB is the Bohm velocity (2.25).

Now as VB gets larger (but VB <Vp), we start to have more electron collection on the

probe area. The flux on the wall is proportional to the electron density ne, the root

mean-square of the electron velocity v̄e, and the probe surface area A. The electron

density is assumed to follow the Boltzmann relation (equation 2.19), which adds an

exponential term relating the probe’s sheath potential and the electron temperature.

In addition, there is also the ion saturation current, so in total the current on the

probe is [22]:

I = Isat +
1
4

Anev̄e = Isat + eAne

√
eTe

2πme
e

VB−Vp
Te (4.2)

Figure 4.1 shows an example of a bias voltage (VB) versus current (I) plot along

with a fit from equation 4.2. Also shown is the location of the floating potential

(V f ) and plasma potential (Vp). The plasma potential is approximated by finding

where the derivative of the exponential rise of probe current with respect to VB

potential is at maximum.

4.1.1 Non-Maxwellian Distributions

In many ion sources, large electric fields accelerate electrons to high energies, and

these electrons then lose energy through collisions within their mean free path

length. This is the case in Penning ion sources, where electrons are typically ac-

celerated across the cathode sheath and essentially become a beam of electrons

penetrating into the plasma. Due to the relatively low pressures and high voltages

of these ion sources, an electron might not lose most of their energy before other

high-energy electrons are introduced to the plasma body. This creates a higher

energy ‘tail’ to a normally Maxwellian distribution. These hot electrons mostly

lose energy due to inelastic collisions with the background neutral particles, as

Coulomb collisions which lead to Maxwellian distributions among the electrons

only dominate at low electron energies.
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Figure 4.1: Example Langmuir probe curve with a fit for the Maxwellian
EEDF case (eq. 4.1). Also shown are the location of Vp, which is found
by finding the maximum of the first derivative, and Vf where I = 0 re-
spectively.

This leads to what is often referred to as ’two-temperature’ distributions, which

separates the EEDF into a portion of hot and cold electrons. These are also often

anisotropic, as shown in section 5.3.3. In theory of course, there are an almost infi-

nite amount of EEDFs that are possible, and solving for the EEDF for a particular

discharge requires solving a set of kinetic equations for the electrons which solves

for the distribution as a function of position and velocity space. This can get very

complicated and computationally intensive, and so usually rough approximations

of what the EEDF might look like are used.

Two primary examples used by plasma physicists to represent hot electrons

are the bi-Maxwellian [30, 31] and flat [32, 33] distribution. The bi-Maxwellian

distribution can be represented by:

f (E) = Ae
√

Eβe−E/Te +Ah
√

E(1−β )e−E/Th (4.3)
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where A is a normalization constant for each Maxwellian so that its integral over

energy is 1, Te the electron temperature for the colder electrons, Th the temperature

for the hot electrons, and β ≤ 1 the portion of electrons in the colder Maxwellian

distribution. The flat distribution is essentially just a uniform distribution from

electron energy 0→Varc where Varc is the arc voltage of the ion source [34]. Thus

the equation for this EEDF is:

f (E) = β fmax(E)+(1−β ) f f lat(E) (4.4)

f f lat(E) =
1

Varc
for E <Varc (4.5)

In order to use these non-Maxwellian EEDFs with the Langmuir probe, one has

to find the average velocity of the electrons in the distribution which are capable of

overcoming the voltage barrier provided by the probe. By mulitplying this by the

surface area of the probe, one then finds [22]:

Ie =
2πe3

m2 A
∫

∞

Vp−VB

E
[(

1−
Vp−VB

E

)]
f (E)dE (4.6)

and so the current on the probe becomes Isat + Ie. For either a flat or bi-Maxwellian

EEDF, the current on the probe is then the current for a Maxwellian EEDF probe

(equation 4.2) in addition to the derived current for the additional EEDF from equa-

tion 4.6. The derived current for a flat distribution is:

I f lat =
neAe3/2

23/2√me

(
2
3
√

Varc−2(Vp−VB)V
−1/2
arc +

4
3
(Vp−VB)

3/2V−1
arc

)
(4.7)

and thus the equation that is fit for the Maxwellian + flat distribution for a Langmuir

probe measurement is:

I = Isat +βeAne

√
eTe

2πme
e

VB−Vp
Te +(1−β )I f lat (4.8)

which therefore solves for ne, Te, and β .
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4.2 Optical Emission Spectroscopy
Optical Emission Spectroscopy (OES) is a widely used tool in plasma diagnostics

primarily because it is non-invasive, unlike the Langmuir probe. It is based on us-

ing the radiative properties of the atoms, molecules, and ions inside the plasma to

give information about the plasma’s properties. It’s also relatively easy to obtain

a useful spectrum as many atoms/molecules have radiative transitions in the visi-

ble light range, which is a spectrum that is very commonly measured with com-

mercially available detectors. Another advantage over other techniques is that it’s

generally not affected by the magnetic and electric fields within a plasma (to some

limit). The disadvantage though is a greater difficulty in data analysis since one

has to interpret the plasma parameters from an indirect measurement.

Due to the wide availability of measurement tools in the visible range, most

OES diagnostics will use this part of the electromagnetic spectrum, and that is

what will be done in this thesis. However, it should be noted that spectroscopy can

also be done in the UV and infrared spectrum as well.

4.2.1 Optical Emission

When an excited state undergoes radiative transition, it releases a photon with

wavelength:

λki =
hc

Ek−Ei
(4.9)

where Ek and Ei are the energy levels of the upper and lower excited states.

The emitted intensity of the light from some density of excited states nk along

some path way ds is [35]:

Iki =
1

4π

∫
nkAkihνkids (4.10)

The detector used to measure this intensity is normally a spectrometer, which

is capable of recording input intensity as a function of wavelength. Spectral radia-

tion is not typically at the exact wavelength corresponding to the transition energy

between states, as there will always be some sort of broadening mechanism. The

dominant source of broadening in laboratory plasmas is usually Doppler broad-
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ening [36, 37], which is the broadening of the resonant wavelength λ0 due to the

thermal velocity of the excited particle with respect to the observer:

∆λ = 2
√

ln2λ0

√
2kTg

Mc2 (4.11)

This means that the total intensity of the line has to be integrated over the broad-

ened wavelength about the spectral line, which is usually Gaussian for a Doppler

shifted line.

What information can be acquired from a spectrum depends on the type of

spectroscopic calibration that has been done. One can have either a relative or

absolutely calibrated system. In an absolutely calibrated system, one can directly

convert the measured signal from the spectrometer to the intensity (W/m2 sr) of

the light shining onto the CCD array within the spectrometer. However, this can be

rather complicated as one then needs to calculate all the losses in intensity due to

the various mediums and geometries light must pass through to get from the plasma

to the spectrometer. The advantage though is that a measurement of intensity with

an absolutely calibrated spectrometer leads to a direct measurement of the popula-

tion density since intensity is proportional to the excited state population density

(equation 4.10).

Relative calibrations are usually simpler as one only needs to calibrate the op-

tical system using a source with known spectral shape over the range of usable

wavelengths. This takes away the direct measurement of intensity and therefore

population density. However, one can find the population density ratios by the

ratio of intensities, following from equation 4.10:

Iki

Ipq
=

nkAkihνki

npApqhνpq
(4.12)

for some upper states nk and np which transition to ni and nq respectively. So if one

has a model that can solve for plasma parameters as a function of these population

density ratios (and therefore intensity ratios), then the spectrum can be used to

estimate the plasma parameters.
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4.3 Spectroscopy 0-D Models
In order to use the intensity ratios for a particular plasma, one needs a model which

can give the ratios of population densities of the emitting excited states. The types

of models which are used are described below.

4.3.1 Corona and Equilibrium Models

The simplest case for 0-D modeling of population densities of particle states in

some volume is using the Boltzmann distribution, where the probability of being

in each state is proportional to exp(− ε

Te
). This approximation is valid when all

particles are in thermal equilibrium. However, this is not the case for many low-

pressure laboratory plasmas, where the electron temperatures are much higher than

the heavy particle temperatures.

A common model used for non-equilibrium plasmas typical of laboratory plas-

mas (Te > Ti≥ Tg) is the corona model. This is often used when the electron density

is low enough so that electron impact de-excitation has much lower rates than spon-

taneous emission. An additional condition for the corona model is when the plasma

is primarily ionizing, which means the rate of recombination of ions and electrons

is small with respect to the ionization rate. The final condition is generally a low

degree of ionization, so that most upward transitions are from the ground state due

to the much larger population compared to excited states. This model is often used

for low temperature plasmas as they generally fit this condition.

However, in the case of Penning ion sources, the power density ( W
cm3 ) is usually

high, which results in much higher electron densities (up to 1019 m−3 [10]) relative

to typical corona conditions. This starts to get a bit outside the jurisdiction of a

corona model, and a more general model should be used which encompasses the

important chemistry within the plasma.

4.3.2 Collisional-Radiative Model

A general method for getting the population densities of a plasma is to have a

system of equations for each important transition process between all particles of

interest. Each excited state population density nk has a rate of change described

by:
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dnk

dt
= ∑

i<k
nineKexc

ik −nk

[
ne

(
∑
i<k

Kde
ki +∑

i>k
Kexc

ki +Kion
k

)
+∑

i<k
Aki

]
+nkνw +ni ∑

i>k

(
neKde

ik +Aik

)
(4.13)

where index i represents other particle states. Kexc
ik is the rate constant for excitation

from ni to nk, Kde
ki is the rate constant for de-excitation from nk to ni, Kion

k is the rate

constant for ionization from nk to the singly ionized state, and νw is the neutral dif-

fusion rate for particles hitting the wall. This is the basis of a Collisional-Radiative

(CR) model, which solves for the populations of various particles by including

various interactions between the particles in 0-D. Equation 4.13 contains those in-

teractions important for the plasmas mentioned in this thesis, though CR models

can also include various other interactions such as radiation field interactions, ion-

electron recombination, non-electron impact ionizations, etc.

One should notice that the assumption of negligible ion recombination made

within the corona discharge is continued here, since for laboratory discharges with

Te > 2 eV and ne < 1020 m−3, the recombination rate is orders of magnitude less

than the ionization rate. In addition, the high current density of Penning ion sources

means most charged particles are lost on the chamber walls rather than through

recombination.

The interactions for each species are therefore electron impact excitation and

de-excitation, ionization, spontaneous emission, and diffusion to the walls. The

diffusion to the walls is important for metastable states, since they will generally

hit the wall and revert to the ground state before undergoing spontaneous emission.

Notice another common assumption is used where the most important reactions

are due to electron impacts, rather than energy exchange with other atomic species,

which is due to the much higher electron temperature found in ion sources.

The reaction rate for each electron impact reaction, as defined by equation 2.3,

is the average of the cross section and electron speed for the particular reaction.

In order to get this average, one must integrate over all the possible speeds of the

electrons within the plasma. This is where the EEDF comes in, since one can then
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integrate σ(E)ve(E) over the entire energy range of the electrons to get the rate

coefficient:

K =
∫

∞

0
σ(E)

√
2E
m

f (E)dE (4.14)

where E is the electron energy and ve =
√

2E
m as electrons are non-relativistic. The

cross sections for these interactions have to be found on databases which usually

have values given by either experimental results or theoretical models. For such

a model, it is important to have cross sections with some accuracy, though it can

be common to have cross sections with relative uncertainties greater than 100%.

Spontaneous transition probabilities tend to be more readily available on online

databases due to a large collection of experimental results, though theoretical val-

ues are still sometimes used.

The diffusion of neutrals is important mostly for the metastable states, as it is

the main driver of transitions to the ground state. A simplified way to estimate this

is described by Möller [38]. The diffusion of a particle in a chamber full of similar

particles is:

Dn =
3
√

π

8
1

ngσn

√
kBTg

M
(4.15)

where σn is the inter-collisional cross section for the neutral particle, and M the

particle mass. The confinement time in a plasma chamber is:

τD =
L2

D

Dn
(4.16)

where LD is the mean diffusion length given for a cylindrical geometry as:

LD =

(
8

R2 +
12
L2

)−1/2

(4.17)

with R the radius of the chamber and L the length. There is also the potential for a

particle go to the wall without collision, in which its confinement time is:

τ f =
L f

vth
(4.18)

64



where L f =
2V
A (V = volume and A = surface area) is the average free fall length to

the wall, and vth =
√

8kBTg
πM the thermal velocity of the particles. The wall collision

rate is then approximated by:

νw = (τD + τ f )
−1 (4.19)

4.4 Helium CR Code
There are a few examples of helium CR models being used for low pressure labo-

ratory plasmas [39–44] and for outer regions of fusion plasmas [45–48]. Most of

these are based on one or two codes produced by labs in Japan and Europe. There

is a CR model for helium that is open to use by researchers around the world called

Yacora on the Web [49].

4.4.1 Yacora on the Web

Yacora on the Web is developed by a team of physicists at the Max Planck Institute

for Plasma Physics at Garching (otherwise known as IPP). They provide collisional

radiative models for H, H2, and He models for use by scientists around the world.

The model of interest here is the He model. This code uses the same equations and

interactions described in the previous section for helium with all LS excited states

up to n = 4. The diagram for the helium states used is shown in figure 4.2. The

states are generally divided up by their multiplicity, which are the singlet states for

multiplicity 1 and triplet for 3. The reason for this division is due to the rules for

dipole transition (∆S = 0), which means the strongest radiative transitions will be

within either the singlet or triplet states.

However, preliminary studies using this code showed ratios that implied elec-

tron temperatures and densities about an order of magnitude higher than expected

for the plasmas studied in this thesis. This could be because the code doesn’t in-

clude radiation trapping, which has been shown to be important in many studies

of helium plasmas [39, 40, 42–44, 47, 48]. Another reason could be due to the

common assumption of a Maxwellian EEDF, whereas in low pressure ion sources

higher energy electrons might have a significant impact on the excited population
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Figure 4.2: Helium energy levels for LS designated states used in Yacora on
the Web and the CR-model within this thesis.

levels. Other less likely reasons could be due to the inclusion of only allowed

dipole transitions and the neglect of LS states with n > 4. All these reasons lead to

the author creating their own CR model applied to helium plasmas.

4.4.2 Core Model

The model was built in Python [50] due to its ease of use, the enormous amount of

online resources available for it, the author’s own familiarity with it, and the most

important reason of all for a graduate student: it’s free. The primary drawback

compared to some other languages is it’s slower computational speed, as it’s an
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interpreted language. The best way to minimize this disadvantage is to use special-

ized packages like numpy and SciPy [51], which use functions implemented in C

code for increased speed on array multiplications.

The basis of the model is the rate equation given by equation 4.13. Solving

for the populations nk for n = 0 → 4 means one solves for the rate of change for

19 helium population levels. As this equation is linear, it can be represented by a

system of linear equations:

dn
dt

= Rn (4.20)

where R is the rate matrix which is a combination of all the interactions which

lead to transitions between particle states, and n is the column vector representing

the population density of each state in order of increasing energy. So in an array

starting at index 0, n0 is the ground state (11S), n1 is the 23S state, and so on. The

states and their properties are shown in table 4.1. We assume that the plasma we

are observing is at a quasi-steady state condition so that the population levels are

constant in time dn
dt = 0.

The rate matrix is composed of several rate matrices representing each transi-

tion. So R=Rexc+Rde+Rtrans+Rw which represent respectively the electron im-

pact excitation (including ionization), electron impact de-excitation, spontaneous

emission, and wall diffusion rates for each particle species. Reactions that are ne-

glected in the CR model include: ion-electron recombination, collisions between

atoms, and complex atom-on-surface interactions. The electron impact rates for

some transitions from ni to nk is given by:

Rik = neKik = ne

∫
∞

0
σik(E)

√
2E
m

f (E)dE (4.21)

In order to get the electron impact rates, one needs the electron density ne and

the EEDF f (E). An example of the general matrix for a set of excited states which

goes up to index k is shown in equation 4.22 for row element i and column element

j. The lower diagonal represents rates which lead to an increase in population

density due to excitations from lower energy states. The upper diagonal is 0 as

higher energy level states do not excite to a lower states, and the diagonal is the

loss rate of a state due to excitations of that state to higher energy levels.
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Index Term Energy Level (eV) g
0 11S 0 1
1 23S 19.820 3
2 21S 20.616 1
3 23P 20.964 9
4 21P 21.218 3
5 33S 22.718 3
6 31S 22.920 1
7 33P 23.007 9
8 33D 23.074 15
9 31D 23.074 5
10 31P 23.087 3
11 43S 23.594 3
12 41S 23.674 1
13 43P 23.708 9
14 43D 23.736 15
15 41D 23.736 5
16 43F 23.737 21
17 41F 23.737 7
18 41P 23.742 3

Table 4.1: Index of each term in population column vector, along with its LS
term, energy level (only up to three decimal places), and statistical weight
g
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Rexc =



−
k

∑
m=1

R0m 0 . . . . . 0

R01 −
k

∑
m=2

R1m 0 . . . . 0

R02 R12 −
k

∑
m=3

R2m 0 . . . 0

. . .

. . .

. . .

. . .

R ji R ji −
k

∑
m= j+1

Rim



(4.22)

Another commonly made assumption for plasmas is that of quasi-neutrality,

where the electron density is roughly equal to the total ion density. For an ion

source plasma, in order to retain this quasi-neutrality at a set ne, every ion intro-

duced to the volume due to ionization of one of the helium states must be neutral-

ized somehow. This is interpreted as the ions lost to the wall, which are imme-

diately neutralized to a ground state helium atom. As a result, the ionization loss

terms in the excitation matrix are introduced in the summation of terms along the

matrix diagonal, which results in a gain of ground state atoms in the first row of

Rexc. For laboratory plasmas, we expect the amount of He+ to be much greater

than that of α-particles (also known as He2+). For this reason, the population of

α-particles is ignored. Though this population is of interest, its introduction would

introduce the need for estimated diffusion losses for the ions, which is not well

known due to the lack of information of anomalous diffusion losses.

The opposite reaction to excitation is the de-excitation collision. This is when

an atom/molecule releases energy to a colliding electron, which allows it to transi-

tion to a lower energy state. The cross-section for transition with change of energy

∆E is found using the principle of detailed balance in a steady-state plasma [24]:

σde(E) =
gi

gk

E +∆E
E

σex(E +∆E) (4.23)
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The same procedure is used for filling Rde as Rexc, except with the upper diag-

onal being filled and the lower diagonal set to 0 due to it being the inverse reaction.

Getting accurate cross sections is one of the most important parts of making

these 0-D spectroscopy models. Luckily, there is a convenient paper which gives

fit equations for electron impact excitation and ionization of the LS helium states

up to n = 4 authored by Yuri Ralchenko et al [52]. These are based on available

experimental cross sections and results from theoretical calculations. According to

the paper, the general estimated accuracy for transitions from the ground state are

10-30% for ∆S = 0 transitions but≥ 30% for ∆S 6= 0. For other transitions between

excited states, the conservative estimate is about 50%.

The Rtrans matrix is also filled out in a similar way, by having the sum of all

spontaneous emission probabilities for an upper excited state as the loss term in

the diagonal, and the emission probabilities for the gain terms of the lower excited

states in the upper diagonal.

Finally, Rw is done similarly to the ionization addition to Rexc, where the diag-

onal represents the loss rates of each particle, which then becomes a positive rate

to the ground state in the first row.

The last step then is to multiply equation 4.20 by the inverse of R to solve for

n. However, one may realize that the sum of all rows for R is 0. This means that

several solutions exist (including the trivial n = 0), and an additional constraint

needs to be applied. In this case, it’s assumed that the sum of all helium particles is

equal to to the neutral gas density calculated in the ion source subtracted by the ion

density. With the additional assumption that the ion density is equal to the electron

density, this leaves us with the equation:

nn−ne = ∑
k

nk (4.24)

where nk is each neutral helium atom solved for within the CR Model. This equa-

tion can replace one of the population rates of equation 4.13 (or one of the rows of

matrix R) in order to obtain a unique solution when solving for n. This is solved

for an entire set of 1 < Te < 20 and 1016 < ne < 1019 which is the estimated range

for laboratory plasmas at the pressures we’re observing. For each set of [Te, ne],

one can then solve for the expected intensity ratios.
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In order to solve for the set of plasma parameters [Te, ne], we find which set of

parameters minimize the error function [31, 44, 48, 53]:

err =

√√√√
∑

i

(
κ

exp
i −κCR

i

κ
exp
i

)2

(4.25)

where κ
exp
i is a ratio of line intensities found experimentally, and κCR

i is the theo-

retical ratio of line intensities found from the CR model.

In order to further optimize the code for speed, the minimum of err is solved for

using a sparse grid (about 50 elements) of possible plasma parameters [Te, ne] with

a large range of expected values. This minimization solves for the new optimized

point (p) in parameter space, which is then used to form a new grid of 50 elements.

This new grid has mean spacing ∆p with a range of p−5∆p< p< p+5∆p for each

parameter. This process is repeated until ∆p
p < 0.0001 for each plasma parameter.

4.4.3 Absorption and Radiation Trapping

The opposite reaction to spontaneous emission is radiative absorption, in which

the lower state absorbs a photon at the required frequency to transition to the upper

state. In a plasma, it is generally assumed that the source of these absorbed photons

are from spontaneous emission of the upper excited states to the lower excited state.

If all the spectral lines were irradiated at their exact frequencies (which match the

transition energy between states), then the lower states around it would re-absorb

it immediately. However, due to the thermal velocities of the neutral particles, the

spectral lines will undergo a Doppler shift, which will broaden the line so that it is

not emitted at the exact frequency required for re-absorption. This can be described

by the absorption coefficient at the line center [31, 36, 41, 54]:

k0 = ni
gk

gi

λ 3

8π
Aki

√
M

2πTgkB
(4.26)

with M the particle mass, Tg the gas temperature, gk and gi the statistical weights

for the upper and lower state respectively, and λ the wavelength of the spectral

line. The optical depth is defined as τ = k0lrad , with lrad being the characteristic
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radiation length in the plasma. This defines how much absorption is happening for

a certain spectral line in the plasma. For τ >> 1 we have an optically thick plasma

where a significant portion of radiative emissions are re-absorbed, and for τ << 1

we have an optically thin plasma where all spectral radiation escapes the plasma

volume.

In optically thick plasmas, the spontaneous transition probability will effec-

tively be reduced because some of the escaped radiation will be absorbed by the

lower state. The portion of radiation that escapes the plasma volume is represented

by an optical escape factor (OEF) symbolized by Θki. This results in a reduced

transition probability:

A′ki = ΘkiAki < Aki (4.27)

Finding the OEF can be quite difficult as one needs to integrate the Beer-

Lambert’s law for all emitted particles over the entire volume. Not only does this

require additional computation, but one technically needs to know the density pro-

file for all states which take part in light emission and absorption within the plasma.

Often for the sake of simplicity, physicists make a basic assumption of the

neutral density profile and the location within a plasma volume that the primary

source of light is coming from. One particular OEF (for Doppler broadened radia-

tion) used for cylindrical plasma chambers and assuming the spatial distribution of

the helium neutral particles is parabolic with population density which goes to 0 at

the edge of the cylinder is [41, 42, 45]:

Θki(τ) =
1.92− 1.3

1+τ6/5

(τ +0.62)(πln(1.375+ τ))1/2 (4.28)

This equation is widely used within the field of plasma spectroscopy as many

experiments observe plasmas from an optical port looking radially into a cylindrical

body. While this is certainly the case for the Penning ion source, we’ll find in this

thesis a case where we must observe the light from a cylindrical plasma along its

longitudinal axis. In this case, another popular form of the OEF factor is [55]:

Θki(τ) =
2√
π

∫
∞

0
dx
∫ 1

0
dt exp

(
−x2− τ

t
exp(−x2)

)
(4.29)
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which is the OEF factor from the center of a plasma between two parallel planes of

distance L, and τ is the optical depth at lrad = L/2. This is similar to the most com-

mon OEF factor which comes from the emission within the center of a spherical

plasma [55]:

Θki(τ) =
2√
π

∫
∞

0
dxexp

(
−x2− τ exp(−x2)

)
(4.30)

where lrad corresponds to the radius of the sphere.

Radiation Trapping and EEDF variations

Introducing radiation trapping in Rtrans is done by multiplying each transition by

its OEF. Generally, the assumption is that the ground state is the dominant popu-

lation, so it is estimated that ng ≈ nn where nn is the sum of all helium particles

regardless of state. This allows for an easier calculation of equation 4.26 which

then becomes independent of the individual populations and therefore doesn’t in-

troduce non-linear terms into the equation. However, if metastable state popula-

tions get significant, one can then introduce an iteration scheme. In this case, one

can then solve for the case with just the ground state, use the result to solve for the

OEF for each line with a ground or metastable lower state, and then repeat until

convergence.

Figure 4.3 shows a simplified flow chart which represents the steps for estimat-

ing the plasma parameters from measured intensity ratios using the NSCR model

when assuming a Maxwellian EEDF. We see that the OEF calculation is an inter-

mediary step in constructing the spontaneous emission rates, which is part of the

total rate matrix. We also see how iterations are introduced to the OEF if we add

absorption from metastable states.

Non-Maxwellian EEDF variations, such as the bi-Maxwellian and flat distri-

bution, can also be computed. These introduce parameters β and/or Th, increasing

the computation time significantly assuming good resolution in the electron energy

axis for numerical integration of each rate constant. Consequently, a fit for each

rate constant Kik as a function of either Te for Maxwellian distributions or Varc for

the flat distribution is computed before the primary computations. This allows for

much faster retrieval of each Kik needed to form the rate matrices for electron im-
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Figure 4.3: Simplified flow chart for calculating the plasma parameters from
an OES measurement when assuming a Maxwellian EEDF.

pact reactions. In addition, this allows for a better resolution in parameter space

due to the reduced computational speed.

4.4.4 Yacora Comparison

To determine at first the validity of the model, one must compare to a model that

is already established within the scientific community. In this case, Yacora on
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the Web is a natural choice as the self-made CR model is already based on the

model itself. Yacora on the Web is generally solved by keeping the ground state

population ng constant as the final constraint rather than the total sum as done in

this thesis (equation 4.24). For the sake of comparison, the CR model is varied to

use the same constraint in this particular case. However it should be mentioned

that there is little difference between the results for either constraint. The EEDF

is Maxwellian and no radiation trapping is included just as in Yacora on the Web.

For both, the population levels of the excited states are solved using combinations

of ng = [1020 → 1021] m−3, ne = [1016 → 1018] m−3, and Te = [1→ 20] eV. Each

set has size of 25 with the numbers equally spaced in their logarithmic values for

the number densities, and linearly for Te. We assume a constant gas temperature of

Tg = 1000 K to test the upper limits of gas temperature. For simplicity of labeling,

the CR model from this thesis will be referred to as the NSCR (Nicolas Savard

Collisional Radiative) model. The author is aware of his lack of creativity.

From most papers on the subject found in scientific journals, many who use

CR models with helium [40, 43–48] will measure two line intensity ratios to find

the electron’s Maxwellian temperature and density: 728.14 nm over 706.54 nm

(I728/I706) normally used due to greater dependence on Te and 667.82 nm over

728.14 nm (I667/I728) used due to greater dependence on ne. Figure 4.4 shows

I728/I706 for both models at ng = 3×1020 m−3. We see that the ratios as a function

of ne and Te are very similar and the trends are the same. The percent difference

for both ratios between the NSCR and Yacora model, with the Yacora model as the

primary reference, are shown in figure 4.5. We see that the percent difference is

overall within 10% within the primary region expected for laboratory plasmas. If

we take the absolute difference as a variable ( |INSCR−Iyacora|
Iyacora

), then the average and de-

viation for this variable for the calculated values of ne and Te is 5.7% and 2.9% re-

spectively for I728/I706, with 2.5% and 1.5% respectively for I667/I728. Considering

the possible differences in the models due to floating point numbers, differences in

cross sections for electron impact collisions and radiative probabilities for similar

radiative lines, the inclusion of forbidden transitions, and the integration methods

over the Maxwellian distribution, these differences do not represent a significant

difference in parameter determination for OES diagnostics. Thus the NSCR model

matches well with the Yacora model.
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Figure 4.4: Ratio of intensities of 728 nm and 706 nm line for the (a) NSCR
model and (b) Yacora on the Web.

4.4.5 Effects of Radiation Trapping

Radiation trapping has a significant effect on the output line intensity ratios due

to the increase in the n1P excited state populations from photon absorption of the

ground state. Figure 4.6 shows the effect of radiation trapping for the primary line

intensity ratios at typical values of ne and Te within the Penning ion source. This

is done using the dimensions of the Penning ion source chamber (4 mm radius and

50 mm length), with the radius used as the radiation length for calculating the OEF

(equation 4.28) when applying radiation trapping. The neutral gas density is taken
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Figure 4.5: Percent difference between the NSCR and Yacora model for the
common intensity ratios: (a) I728/I706 and (b) 667/I728.

at 20 sccm, or 2.41×1021 m−3.

We see from figure 4.6a that the I728/I706 ratio is strongly dependent on Te ex-

cept when surpassing electron densities of about 1018 m−3. Figure 4.6b shows that

the I667/I728 ratio is primarily dependent on electron density, with minor gradients

along Te. The inclusion of radiation trapping however (figure 4.6c and 4.6d) gen-

erates a significant increase in these ratios, especially in the I667/I728 ratio where

the factor increases by a factor 2 or more. This translates to a significant difference

when using the NSCR for measurements of ne and Te with and without radiation

trapping. The reader should note that this is for a small chamber with only a 4 mm
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radiation length. Thus when using this model on ion sources with higher neutral

densities or with larger radiation length scales, the radiation trapping leads to a fur-

ther increase in the expected intensity ratios. This leads to significant disagreement

with other plasma diagnostics when radiation trapping is not included, as shown in

section 4.5.3.
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Figure 4.6: I728/I706 and I667/I728 ratios with (a,b) and without (c,d) radiation
trapping for gas flow of 20 sccm (nn = 2.41×1021 m−3) into the Penning
ion source
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4.4.6 Comparison with n=10 States

In Yacora on the Web, there is a limit in the number of excited states implemented

into the code due to a lack of accurate cross sections for electron-impact collisions

on excited states higher than n = 4. However, it is useful to know the sensitiv-

ity of such a CR code to the amount of excited states implemented, as step-wise

excitations may end up being important in helium under certain conditions.

In order to make a code which includes higher excited states, some approx-

imations are given for excitations to higher levels from ni < 4 and n f > 4 in

Ralchenko’s paper [52], and rough approximations can be used for allowed transi-

tions between higher states with given threshold energies and oscillator strengths

[56]. Using this information, important transitions can be added up to n = 10,

chosen because this is the limit of states given in the NIST database. In addition,

similar to what is done by Fujimoto [42], the L > 3 states for n > 4 are grouped

together as degenerate states. This increases the number of states solved for from

18 to 67, which of course increases the computation time significantly as the rate

matrix for each set of [ne, Te] goes from size 18×18 to 67×67.

The NSCR model for states up to n=10 is solved for a Maxwellian EEDF and

compared to the nominal model up to n=4. Radiation trapping from the ground

state is included for typical Penning parameters with anode radius of 4 mm, a

length of 50 mm, and the radiation length scale the same as the anode radius. For

both, the population levels for the excited states is solved for combinations of ng =

[6×1020, 6×1021] m−3 (estimated range in the Penning source), ne = [1016, 1019]

m−3, and Te = [1, 25] eV. The absolute values of the percent difference for intensity

ratios I728/I706 and I667/I728 at ng = 6×1020 m−3 are shown in figure 4.7. We see

in figure 4.7a that the I728/I706 ratio has a significant difference between models at

higher electron densities past 3×1018 m−3, whereas the I667/I728 ratio (figure 4.7b)

is within 5 % which is an acceptable range thoughout. This implies that ratios with

greater gradients along ne like I667/I728 are comparable for both models at greater

electron densities, whereas Te gradients leads to much greater changes. It should

be noted that this difference between the models at higher ne becomes worse at

lower pressures, hence why the case of ng = 6×1020 m−3 (the lower bound of ng)

is shown.
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Figure 4.7: Percent difference between the NSCR(n=4) and NSCR(n=10)
model for the common intensity ratios: (a) I728/I706 and (b) 667/I728.

To better see this pressure dependence, figure 4.8 is what you would get if you

took figure 4.7a and averaged the percent difference along the Te axis for several

different ng values. We see that the differences between the n=4 and n=10 models

after ne = 1× 1018 m−3 become more significant, and the rate this difference in-

creases (in terms of absolute value) along ne is dependent on the background gas

density ng. This is likely due to step-wise excitations, since a decrease in ng means

the plasma becomes more highly ionized at a constant ne. Consequentially, the

electron impact excitations from the ground state to the upper excited states be-

comes relatively less significant compared to the excitations between the different
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upper excited states. Thus the n=4 case is still considered a good approximation at

lower ionization fractions, which is typically the case for ion sources, but may need

to be considered when operating at higher power densities within the PIG source.
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Figure 4.8: Mean percent difference between the NSCR n=4 and n=10 model
along the Te axis as a function of ne for various ng values. ng values
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4.4.7 Effect of Non-Maxwellian Behavior

Many ion sources rely on high-energy electron emissions from cathodes in order

to sustain a plasma. For low pressure plasmas where these electrons have large

mean free paths, there might be a non-negligible contribution of these electrons

to the overall EEDF within the bulk plasma, making it non-Maxwellian. It is im-

portant to note how such electrons might affect the measured line intensity ratios,

as the NSCR (and most other collisional-radiative codes) assumes a Maxwellian

distribution.

Equations 4.3 and 4.5 can be implemented into the NSCR model. This of

course increases computation time due to the existence of extra variables. As

done for the the Maxwellian EEDF, the rate coefficients for the flat component

of the EEDF is solved through integration of the EEDF multiplied by the energy-
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dependent cross section and electron speed. In order to decrease computation time,

these rates are solved before the primary CR-model solver for a large array of Varc,

and then fitted to a polynomial function so that we can get the rate coefficients as a

function of the Varc. This means that when actually solving for the rate coefficients

needed to complete the rate matrix for various Varc, we can use the fit to get the

rate coefficient instead of numerically integrating over a high resolution array of

electron energies for each Varc. Like in the case of the Maxwellian EEDF, the fit is

found to be much better if we fit for the log of the rate coefficients as a function of

the log of Varc.

Figure 4.9 shows example plots of how much the I728/I706 and I667/I728 ratios

increase due to the addition of higher energy electron components. In this case,

we take it so that only 0.01% of the electrons are in the higher energy EEDF (so β

= 0.999) to show how significant the effect can be even for small portions of high

energy electrons. For the case of the flat EEDF, the upper threshold of electron

energy is at Varc = 500 V which is within the range of many laboratory plasmas.

For the bi-Maxwellian EEDF, the hot electron temperature is set to 30 (eV), so the

mean electron energy is still below most arc voltages at 100s of volts.

Figure 4.9a shows the multiplicative increase of the I728/I706 ratio for the bi-

Maxwellian case when compared to just a pure Maxwellian. In other words, the

ratio of I728/I706 with β = 0.999 and Th = 30 eV compared to that with β = 1.

We see that the I728/I706 ratio, which has a stronger dependence on Te, increases

drastically for lower temperatures of the bulk electrons. This is because the high

energy electrons create more excitations that offset the lack of excitations of the

bulk electrons in this region. However, at much higher Te the multiplicative factor

tends towards 1. This is because the excitation from the bulk electrons becomes

more dominant as a larger portion of the higher energy tail are greater than the

excitation threshold energies. This combined with the large population of electrons

in the lower temperature Maxwellian generates higher excitation rates than the

higher temperature Maxwellian. This happens for the flat distribution (figure 4.9c)

as well, but with the multiplicative factor going to much higher values because of

the higher mean electron energy in the flat distribution.

Figure 4.9b and 4.9d shows similar plots but for the I667/I728 ratio, which has a

stronger dependence on ne. The multiplicative factors are much lower in this case,
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(c) I728/I706 Flat
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Figure 4.9: Multiplicative factor that the I728/I706 and I667/I728 ratios are in-
creased by (when compared to pure Maxwellian EEDF) for a (a,b) bi-
Maxwellian EEDF and (c,d) Flat plus Maxwellian EEDF. This is for a
β = 0.999 for both, with Varc = 500 V for the flat EEDF and Th = 30 eV
for the bi-Maxwellian EEDF

and we see that the factor remains fairly constant for specific Te, and is thus not

strongly dependent on ne. Just like for the I728/I706 ratio, the hotter electrons have

a stronger effect when the colder electrons are at lower temperatures (< 3 eV).

The strong dependence of these ratios on the EEDF (Te, β and Varc or Th) is

not surprising, as ne is simply a scalar value whilst the EEDF is actually a contin-

uous function in the electron energy dimension which spans a range of 0 to Varc.

This means that temperature will be the more difficult parameter to estimate with

the OES, which we’ll find to be the case further in this chapter. It is also impor-
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tant to note that as the I728/I706 ratio has a positive correlation with Te, these non-

Maxwellian EEDF additions which increase the line intensity ratio for lower Te

means there will be multiple ways to generate a particular value of the ratio for dif-

ferent combinations of β and Te. This means that the minimization procedure used

to get the plasma parameters from experimental measurements will not work for

non-Maxwellian EEDFs. Though not shown here, attempting to use these EEDFs

experimentally with the OES diagnostic did indeed lead to multiple minimums of

err.

4.5 Volume Cusp Ion Source Comparison
Before using the NSCR model to diagnose the Penning plasma, it is important to

first verify that it is comparable to other diagnostics. The Langmuir probe (section

4.1) cannot be used on the Penning ion source due to the relatively large size of

the probe compared to the ion source volume, and because the high power density

within the Penning ion source would lead to over-saturation of the probe current.

However, D-Pace Inc. has a TRIUMF-licensed Volume Cusp ion source used for

production of H− ions. It is a filament driven source, which means a joule-heated

filament produces thermionic electron emission whilst at negative potential rela-

tive to the plasma chamber walls. Figure 4.10a shows the volume cusp field at

the center of the ion source (along its length), which is observed throughout most

of the plasma chamber. The field lines in the azimuthal direction (with respect to

the cylindrical axis) retard electron diffusion to the walls. The strong field lines

perpendicular to the chamber wall will also repel electrons via the magnetic mir-

ror effect [23]. This is where some electrons with velocities perpendicular to a

magnetic field are reflected if moving from weak to strong field strengths. The

increased magnetic field will cause an increase in the particles rotational kinetic

energy due to conservation of its magnetic moment, and thus the particle is re-

flected to conserve its total energy. These two mechanisms provide the electron

(and partial ion) confinement. In addition there is a dipole magnetic field (called

the filter field) near the aperture (figure 4.10b) used to retard electron movement

toward extraction, while still allowing the heavier H− ions to move through. The

other end where the filaments are located also have a cusp field scheme (figure

84



4.10b) which prevents electrons from the filament being dumped directly onto the

back-plate. Figure 4.10c shows the length-wise cross section. The filament is the

electron emitter, and a specialized back-plate is used which allows a Langmuir

probe to be placed through with a compression fitting. The Langmuir probe was

constructed from a foot long alumina tube with 1/8” outer diameter (OD). Inside

is another thinner alumina tube with an inner diameter (ID) just large enough to fit

a 0.48±0.02 mm diameter tungsten wire. This pokes out by about 4.4±0.02 mm

from the edge of the outer alumina tube. The inner alumina tube is recessed within

the outer tube by about 1 mm, in order to shield sputtered tantalum from the ion

source coating the inner tube and possibly changing the conductive area exposed

to the plasma. The tungsten wire is attached to a Matsusada DJOP60-1 variable

power supply which can supply -60 to 60 V and 0 to 1 A used for measuring the

current response of the probe to an applied voltage within the plasma. The aperture

at the end of the ion source, which is normally used for beam extraction, is where

the light from the plasma escapes to be used in OES measurements.

4.5.1 Langmuir Probe Measurements

Langmuir probe measurements were taken by manually moving the Langmuir

probe to different positions along the ion source, and then turning it on and tak-

ing measurements at different control parameters. The controllable parameters for

this ion source are the arc voltage (Varc), arc current (Iarc), and input gas flow

(Q). The arc current is set by a PID (Proportional-integral-derivative) control loop

which finds the right filament current to set a constant arc current. The helium gas

flow into the source is regulated with a Brooks Instruments GF40 series mass flow

controller. To measure the profile of the electron density and temperature along the

axis of the ion source, the Langmuir probe is placed in some position within the ion

source, and the bias probe is varied from about -50 V to 0 V, though this range can

change depending on the value of the local plasma potential. The resultant current

from the power supply is measured on an NI USB-6001 DAQ [57]. This measure-

ment is repeated five times for each position. After every measurement, the plasma

must be turned off and the probe moved to its next position, before operating the

plasma again and making sure that the arc current is steady to repeat the Langmuir
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(a) Magnetic field and vector potential cross sec-
tion

(b) Length-wise cross section of magnetic field
and vector potential

(c) Length-wise cross section

Figure 4.10: Cross sections of TRIUMF-licensed Volume Cusp ion source.
Center cross section in (a) shows the logarithm of the magnetic field
lines as red arrows, and the magnetic vector potential as a colormap.
Similar plot shown in (b) for a length-wise cross section which shows
regions of dipole and cusp fields at either end. A similar length-wise
cross section in (c) shows the primary components of the Langmuir
probe setup.

probe scans.

The errors for each Lanmguir probe measurement (shown in various plots) are

estimated as follows. A non-linear least squares fit to the equation for the probe

current as a function of bias voltage (equation 4.2) is done using the SciPy curve

fitting algorithm optimize.curve fit [58]. This includes the errors for each current

measurement which is estimated to be 1 mA. The error in each parameter is derived

from the square root of the diagonal of the covariance matrix. In addition, the fit

is also done with the measured probe area increased by the error in its area. The
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solution for each plasma parameter in this case is subtracted by the nominal solu-

tion to estimate the error from the uncertainty in the probe’s area. The total error

for a measurement is estimated by adding the two errors in quadrature. Each probe

measurement is done at least five times, and thus the final error is the average of the

error for each measurement (in quadrature) in addition to the standard deviation of

the parameter from the set of measurements.

Figure 4.11 shows the results of this experiment at Varc = 120 V, Iarc = 1.5 A,

and Q = 20 sccm. The electron density and temperature falls at the magnetic filter

field which retards electrons with velocity component going towards the aperture.

This is because electrons follow the magnetic field to where it intersects with the

chamber walls. This takes away the electrons from this region thus reducing the

electron density, and prevents high energy electrons from going towards the aper-

ture thereby reducing the temperature. This fall is less drastic near the filament

since this is the source of the primary electrons from the cathode sheath. However,

the electron density still falls since most electrons come from multiple ionizations,

which require many mean free paths of an electron, and thus a farther distance

from the filament will increase electron density assuming the electron temperature

stays high. It should be mentioned that even with the layers of ceramic surrounding

the thin probe, it was seen that using the Langmuir probe does affect the plasma,

sometimes resulting in temporary changes of arc current by about 5%.

Figure 4.12 shows the same plots but with the Langmuir probe fitting for the

electron EEDF of a Maxwellian in addition to a flat EEDF. The flat portion of

the EEDF goes up to Varc + Vp rather than Varc like in equation 4.8, since the

maximum energy an electron can have is the electric potential difference between

the filament and the local plasma potential. Figure 4.12a shows the same sort of

profile of the main electron parameters Te and ne, but with both reduced. Figure

4.12b plots the β parameter, which shows that as we get closer to the the filament,

a greater percentage of the electrons are in the hot electron flat EEDF, which is

what we would expect since the filament is the source of these electrons, thus

there should be more high energy electrons nearby which haven’t lost most of their

energy. Near the aperture, the magnetic field and drastic drop in plasma parameters

creates greater noise to signal ratio at low bias voltage (at ion saturation current

region), leading to large errors.
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Figure 4.11: Electron density and temperature as a function of position from
TRIUMF filament ion source back plate as measured by the Langmuir
probe. Also shown is the general location of the filaments and the
dipole magnetic filter field

The langmuir probe gives the expected profiles and results based on fundamen-

tal plasma dynamics within the ion source. Keeping in mind that 80 mm is halfway

along the source, this is likely the source of peak light intensity due to peak electron

density and temperature, thus the plane parallel OEF approximation from equation

4.29 will be nominally used for OES measurements of this ion source.

4.5.2 OES system

The simplified setup of the OES diagnostic is shown in figure 4.13. A collimator

is attached to a holder plate in the vacuum box on an actuator. The actuator is

manually moved until maximum light intensity is reached, which is assumed to be

when the collimator is coaxially centered about the aperture. The collected light

is then sent through a vacuum compatible fiber optic, an optical feedthrough, an-

other optical fiber, a neutral density (ND) filter (thorlabs NDUV30B), then through

another optical fiber to the spectrometer (OceanOptics HR2000+) which measures

the light intensity as a function of wavelength. The spectrometer has an estimated

0.5 nm resolution in wavelength. This system has to first be relatively calibrated

88



40 60 80 100 120 140
Position from backplate (mm)

0.5

1.0

1.5

2.0

2.5

3.0

El
ec

tro
n 

De
ns

ity
 (1

017
 m

3 )

Filament
Filter Field

1.5

2.0

2.5

3.0

3.5

El
ec

tro
n 

Te
m

pe
ra

tu
re

 (e
V)

(a) ne and Te
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Figure 4.12: a) Electron density and temperature and b) β for a Maxwellian
+ flat EEDF as measured by the Langmuir probe. Also show is the
general location of the filaments and the dipole magnetic filter field.

using an Ocean Insight HL-3P-CAL light source with a cosine corrector, which

outputs a known intensity as a function of wavelength. After calibration of the op-

tical system, one can then measure the intensity ratios of between measured peaks

from spontaneous emission.

Figure 4.14 shows an example measurement (after calibration) with this optical
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Figure 4.13: Simplified schematic of OES diagnostic setup for the TRIUMF
ion source. The collimator is located about 300 mm from the center of
the ion source aperture. A vacuum compatible visible-infrared range
fiber goes to a vacuum feedthrough and to another UV-infrared fiber,
through a ND filter (thorlabs NDUV30B), through a UV-Visible fiber,
and then to the HR2000+ OceanOptics spectrometer.

system of the TRIUMF ion source running helium at 120 V, 2 A, and 18 sccm. The

common intensity peaks are labeled with their state transitions and wavelength.

We see that there is a background spectrum, which comes from the emitted light

of the hot tantalum cathode. In order to get the intensity ratios, the peaks are

first located and removed (including the fall-off due to peak broadening) using a

specialized peak finding algorithm in the SciPy package. The background is then

fitted to a polynomial function, and this polynomial is subtracted from the original

data to get only the peaks. These peaks are then integrated along their broadened

wavelengths, and this final value used as the relative intensity of the line.

As mentioned in section 4.4.4, the intensity ratios of I728/I706 and I667/I728 are

often measured for helium CR-model based diagnostics with the assumption of

Maxwellian temperature distributions for the electrons. We will also see how us-

ing additional ratios that are less commonly used will affect the diagnostic. The

additional ratios are (with wavelength subscript being rounded to the nearest sin-

gles digit in nm) I501/I728, I447/I706, and I492/I728.
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Figure 4.14: Example spectrum measurements (after relative calibration ap-
plied) from TRIUMF ion source with helium at 120 V, 2 A, and 18
sccm. Common peaks labeled with their state transition and the wave-
length.

4.5.3 Langmuir and OES Comparison for Helium

To get the Langmuir probe measurements at several operational parameters, the

Langmuir probe is placed at the center of the discharge, or 80 mm from the back-

plate, which also corresponds to the peak electron energy density. The population

density of neutral helium within the volume as a function of gas flow (at room tem-

perature) was estimated by replacing the backplate of the ion source by a backplate

with a fitting that could fit a pirani gauge (Edwards APG100-XM). The pressure

measurements compared well with estimated pressure based on MOLFLOW+ sim-

ulations. The neutral density as a function of gas flow can then be implemented

into the NSCR code, with the assumption that the gas temperature does not sig-

nificantly differ from room temperature under operation. The neutral helium gas

density within the ion source as a function of gas flow is shown in figure 4.15. This

shows the measured neutral density (assuming room temperature of 300 K) within

the TRIUMF-licensed ion source as a function of the input helium gas flow. The
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input parameters that are varied are the gas flow, Varc, and Iarc. There are limitations

on arc current since past a certain current (about 5 A) the current to the probe will

overload the Matsusada power supply. In addition, the ion source does not run sta-

bly using helium at voltages lower than 100 V, currents less than 1 A, and gas flows

less than 5 sccm. Varc is maximized at 200 V as it’s the highest voltage reached

by the Sorensen SGA 200-50 power supply used for this purpose. Measurements

are made varying each parameter while keeping the other two parameters constant.

The input parameters are made to vary as much as possible in order to maximize

the changes in local plasma parameters.
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Figure 4.15: Measured and fit neutral gas density vs gas flow in TRIUMF-
licensed volume cusp ion source

One of the biggest issues with using the OES on the Volume Cusp ion source

is that the line of sight of the radiated emission lines, which is generally taken as

radially from the center of a cylinder where one expects the peak density for most

plasma experiments, is instead taken from outside the aperture as shown in figure

4.13. In this thesis, a simple estimate will be that the radiation length of light

is from the center of the discharge (80 mm from the backplate) and the ground

state density is uniform in the plasma. This allows us to use the plane parallel

approximation from equation 4.29.
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The errors for each plasma parameter as measured by the OES is as follows.

Each OES measurement is repeated 10 times and is done with the Langmuir probe

placed all the way in the back to avoid perturbations of the plasma due to the

probe. The light source used to calibrate the optical system has errors on measured

intensities of about 3%. However, we are measuring intensity ratios, and the light

source’s output spectrum is stable (<1% variation) compared to the statistical vari-

ations from different measurements. For this reason, the NSCR code is run for each

measurement independently to get the parameters of ne and Te, and then the mean

and standard deviation for each parameter is calculated from the set of individual

measurements. However, the error on the pressure reading of the pirani gauge is

about 5%, and so the NSCR also solves for each neutral density ±5% for each

individual measurement. Thus the total error for each ne and Te is estimated as the

standard deviation of 30 measurements, with the nominal values simply being the

mean. There is no way to estimate the gas temperature, which we assume to be at

300 K. All other errors are systematic errors due to assumptions made within the

model.

Figure 4.16 shows why making a CR-model from scratch is important. The

electron density and temperature measurements are shown from the Langmuir

probe as a function of gas flow (Varc = 120 V and Iarc = 1.8 A) compared to mea-

surements with the OES diagnostic. In this case though, the NSCR model does

not include radiation trapping, and so the results are similar to what would be ex-

tracted from a CR-model implemented by Yacora on the Web. We see that the

electron density is orders of magnitude higher than that measured by the Langmuir

probe, and the electron temperature is capped at the maximum Te of 50 eV which

was allowed on the grid. Though accuracy is generally difficult to achieve with

OES measurements, orders of magnitude differences are extreme.

Figure 4.17 shows the results for electron density and temperature measure-

ments with the Langmuir probe and OES whilst varying the input parameters (with

other parameters constant). In this case, the OES includes radiation trapping due

to absorption from the ground state using equation 4.29. The variations are done

in gas flow (Varc = 120 V and Iarc = 1.7 A), arc current (Q = 18 sccm and Varc

= 120 V), and arc voltage (Q = 20 sccm and Iarc = 1.5 A). The Langmuir probe

measurement is taken at 60, 80, and 100 mm to see if the trends of plasma param-
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Figure 4.16: OES measurements without radiation trapping included, and
Langmuir probe measurements. Electron temperature shown in red,
electron density in black. OES measurements are square markers,
Langmuir probe measurements are triangle markers.

eters change at different locations. The addition of radiation trapping drastically

improves the comparison between the Langmuir probe and OES measurements,

thus showing that radiation trapping is a necessary component of the NSCR model.

However, the Langmuir and OES measurements are still a few error bars from each

other, with the primary reason likely being that the Langmuir probe is a localized

measurement whereas the OES measurement is measuring all the light from the

solid angle it looks into. This also might be due to the lack of information within

the model. This includes the information within the OEF which is only a rough

approximation. However, other effects include the assumption of a Maxwellian

EEDF commonly used within plasmas. It should be noted that such differences

are common even for more advanced implementations of CR-models for helium

in other plasma experiments, which also see large factors of 2 or more differences

between Langmuir probe and OES measurements [44, 45].

What is important though is the ability to see whether trends in plasma parame-

ters can be replicated, since that is ultimately the primary question of interest: how

does changing the input parameters of the ion source effect the internal plasma

properties? In this case we see that for all parameter variations regardless of diag-
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Figure 4.17: Variations of (b,d,f) electron temperature and (a, c, e) electron
density as a function of (a,b) gas flow, (c,d) arc current and (e,f)
arc voltage. Shown are measurements of the Langmuir probe for a
Maxwellian EEDF at 60, 80, and 100 mm from the backplate, along
with the OES measurements with the NSCR using the ’plane parallel’
OEF.

nostic method, electron density is positively correlated with increases in each pa-

rameter. For gas flow (figure 4.17a), this is because each electron emitted from the
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filament and accelerated across the sheath has more background particles to ionize,

thus leading to an increased electron density. For arc current (figure 4.17c), in-

creasing arc current means increasing the filament electron emission, which means

more electrons within the ion source and more ionizations. Finally an increase

in arc voltage (figure 4.17e) means each emitted electron will be able to ionize

more background particles, thus leading to increased electron density. Thus the

OES measurement matches trends observed with the Langmuir probe for electron

density.

In the case of electron temperature, we start to see deviations between the Lang-

muir probe and OES measurements. When varying gas flow (figure 4.17b), both

diagnostics show a decrease of electron temperature. This is because each electron

undergoes more energy-losing interactions with the increased population density

of neutral helium atoms, causing a larger loss of energy per electron as gas flow

is increased. However in the case of variations of arc current (figure 4.17d), the

Langmuir probe temperature measurement stays rather steady with a very slight

decrease at 80 and 100 mm from the backplate. However, at 60 mm (getting closer

to the filament), the temperature increases, likely due to the greater abundance of

higher-energy electrons emitted from the cathode sheath on the filament. Since the

OES is looking at the total light emitted along the entire axis, this is likely why the

OES measurement instead sees an overall increase in electron temperature with arc

current.

A complete disagreement between the two diagnostics in electron temperature

is when varying the arc voltage (figure 4.17f). The Langmuir probe for all mea-

sured locations has a decrease of electron temperature with increasing arc voltage.

This is rather unintuitive, as one would assume an increase of primary electron

energy from the cathode sheath due to the increase in arc voltage would lead to

a greater electron temperature. To get a better understanding of what’s happen-

ing, the probe measurements are fitted to a Maxwellian plus flat EEDF (equation

4.8). In this case, the highest threshold for the flat EEDF portion will actually

be Varc +Vp. The same plots using this new fitting procedure are shown in fig-

ure 4.18. Overall the electron density is lowered, which matches better with the

OES measurements for each input parameter variation. It also lowers the electron

temperature though, which furthers the difference between the OES and Langmuir
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temperature measurements for this parameter. Overall the trends do not change

significantly.
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Figure 4.18: Variations of (b,d,f) electron temperature and (a, c, e) electron
density as a function of (a,b) gas flow, (c,d) arc current and (e,f)
arc voltage. Shown are measurements of the Langmuir probe for a
Maxwellian plus flat EEDF at 60, 80, and 100 mm from the backplate,
along with the OES measurements with the NSCR using the ’plane
parallel’ OEF.
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However, the discrepancies in electron temperature can be explained by look-

ing at figure 4.19, which shows the variations of β , or the proportion of electron

density within the colder Maxwellian EEDF, from equation 4.8 as a function of gas

flow, arc current, and arc voltage. Figure 4.19a shows that increasing the gas flow

increases the amount of electrons in the colder bulk electrons. This is expected,

since the higher amount of gas particles increases the amount of energy losing col-

lisions for each primary electron, thus increasing the amount of colder electrons

in the plasma. This is what leads to a decreasing temperature. For variations in

arc current (figure 4.19b), an increase of arc current leads to a smaller β , which

is due to the increased amount of high-energy electrons emitted from the filament.

Variations in arc voltage (figure 4.19c) also show the same trend, likely due to the

increased mean free path at higher electron energies thus decreasing the probabil-

ity of interaction, resulting in greater amount of these high-energy electrons in the

background. This is also the reason why β is smaller at lower position values closer

to the filament in all cases, since these high energy electrons have not had sufficient

collisions to lose all their energy and become part of the colder Maxwellian bulk

electrons.

One will notice that an increase of β is directly correlated with a decrease of

electron temperature in the OES case for all parameter variations. This suggests

that due to the line of sight of the light measurement reaching all the way to the

back of the ion source (where high energy electrons are expected), a strong compo-

nent of the high-energy non-Maxwellian EEDF is affecting the line-intensity ratios

emitted within the plasma. The NSCR err minimum which best matches this case

is a higher-energy Maxwellian EEDF, likely because the larger high-energy tail,

which is the main driver of helium excitations from the ground state, is closer to

the high energy tail of the real distribution even if the actual bulk electrons are

of a lower temperature. Unfortunately, attempting to solve for the NSCR using

a Maxwellian plus flat EEDF leads to several local minimums when minimizing

err(Te,ne,β ), even when using additional ratios in an attempt to increase the con-

straints in the minimization calculation. This minimization procedure will often

output the minimum Te in the grid with varying β values, though will sometimes

also output Te close to the Maxwellian case with β close to 1. Thus the OES diag-

nostics currently cannot be used to solve for non-Maxwellian distributions.
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Figure 4.19: Variations of β (proportion of electrons in colder Maxwellian
EEDF) as function of (a) gas flow, (b) arc current, and (c) arc voltage
as measured by the Langmuir probe at positions of 60, 80, and 100 mm
from the backplate.

It should be noted that the Langmuir probe fitting procedure can also be done

with a bi-Maxwellian, however the additional variable of Th has an error from the

fit of about 200%. This is essentially over-fitting due to the poor signal-to-noise

ratio at the low VB range, where each point has an error of about 1 mA but the

measurements are at a few mA. In addition, only a small section of the high-energy

electron EEDF can be sampled since the plasma potential is between -20 and -10

volts, which leaves only about 40 V less than Vp for sampling. This is also why

the relative error in β for the flat EEDF is quite large, though they are still small

enough to show a clear trend when varying input parameters. To increase accuracy,

we would need a power supply that can go down to the arc voltage and which is
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accurate within the mA range. It is clear why many plasma physicists simplify the

EEDF to a Maxwellian distribution, as finding the true EEDF experimentally is a

complex task.

A Maxwellian EEDF is not the only simplifying assumption, as the choice

of OEF is also an important piece of the NSCR code. To check the dependency

of the trends on the OEF, different geometrical simplifications used to solve the

OEF were used to see if they significantly change the measured trends in electron

temperature and density. An example of the OES measurements as a function of

gas flow variations along with measurements from the Langmuir probe at 80 mm

is shown in figure 4.20. The OEFs included are for the plane parallel, spherical

(equation 4.30), and radial cylinder (equation 4.28) geometries. For each case

the radiation length lrad is chosen to be L/2 which corresponds to the center of

the discharge. We see that for both electron density and temperature, the trends

are unchanged relative to the nominal plane parallel case. This is also true for

variations in arc current and arc voltage. Thus the estimate of the OEF is not

expected to change the trends in the OES measurements.
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Figure 4.20: OES measurements using various OEFs within the NSCR code.
Measurements are for a) electron density and b) electron temperature.
Langmuir probe measurements at 80 mm also shown.

Finally we should check to see if the addition of other less common ratios

sometimes used by those in the field (I501/I728, I447/I706, and I492/I728 ratios) will

impact these trends. We can also add absorption of the 23S and 21S metastable
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states, which might reach sufficient population densities to take significant part in

the absorption process. To do this, the regular NSCR model is solved using the

absorption from the ground state as the primary mechanism. The given solution of

population densities for the grid of Te and ne values are then used to evaluate the

new absorption coefficients for the ground and metastable states. These generate

a new OEF, which is used in the next iteration of the matrix solver. This iteration

process continues until the populations for each excited state are within 0.1% of

the previous iteration. It should be noted that this assumes the metastable states are

uniform throughout the geometry like in the ground state.

Figure 4.20 shows the OES measurements using the different intensity ratios

and metastable iterations compared to the Langmuir probe at 80 mm when vary-

ing arc current. The primary ratios include only the commonly used I728/I706 and

I667/I728 ratios. Additional ratios include those mentioned above, and additional

ratios plus the metastable opacity uses the iteration procedure discussed previ-

ously. For all other input parameter variations of the ion source operation, the

trends of electron temperature and density are the same as in the nominal case with

the two primary ratios. However, only with the arc current does the additional ratios

(including with metastable iterations) actually change the entire trend of electron

temperature. In this case, this measures an electron temperature that is negatively

correlated with arc current, which is likely not the case based on Langmuir probe

measurements. Other issues with the metastable iteration procedure are significant

computational time increases and further disagreement with the electron density

measurement from the Langmuir probe. For these reasons, OES measurements

will be kept using the more commonly used I728/I706 and I667/I728 ratios.

4.6 Cold Cathode Penning Ion Source
Due to technical issues with the primary Glassman EV series power supply, only

preliminary data could be obtained for the PIG source under high current hot cath-

ode operation. However, access to a Glassman EV series (8 kV x 140 mA) power

supply allows the ion source to be operated in a cold cathode mode with minor

modifications. This is useful because a cold cathode ion source generally has lower

electron density and consequently are closer to corona-type plasmas. These are
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Figure 4.21: OES measurements using typical two ratios, additional I501/I728,
I447/I706, and I492/I728 ratios, and using these additional ratios com-
bined with iterations to include radiation trapping from the metastable
states. Measurements are for a) electron density and b) electron tem-
perature. Langmuir probe measurements also shown.

simpler to model for OES diagnostics and within plasma simulations due to the

approximation of most electron-neutral reactions being with the dominant neutral

ground state population. As the OES is the only diagnostic that can currently be

used on the PIG source, it is important to have secondary confirmation of what

is measured using modeling techniques. Therefore, a cold cathode operation will

allow for better comparison between models, which is an important stepping stone

before operating in the more complex hot cathode mode.

In order to use the PIG source in the cold cathode mode, a thicker neck graphite

cathode needed to be made which replaces the thin necked tantalum cathode used

to keep the cathode hot (figure 3.22). A photo of one of the graphite cathodes

after use is shown in figure 4.22. A clear light circle is seen where the cathode

is exposed to the plasma, which is where the ions from the plasma bombard the

cathode as expected.

Experimental observations showed that there are essentially two different regimes

within the cold cathode operating mode. There is the high pressure and low mag-

netic field regime, which happens at gas flows of > 15 sccm and magnetic fields

strengths of < 0.08 T. Higher magnetic fields cause the plasma to transition to a

hot cathode mode which maximizes the current to 140 mA while lowering the set
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Figure 4.22: Graphite cathode for cold cathode operation after use. Light
spot in center is region where plasma ions bombard the cathode.

arc voltage. The other regime is the low pressure and high magnetic field regime.

This happens at gas flows < 6 sccm and magnetic field strengths > 0.1 T. Higher

pressures will also cause the ion source to arc to a hot cathode regime which peaks

the current of the power supply. Both regimes operate at greater than 1 kV arc

voltage.

The operational parameters of the PIG source under the cold cathode mode is

the output arc voltage Varc, the magnetic field strength, and the gas flow of helium

within the ion source. This means the arc current Iarc is dependent on these param-

eters, so changing any of these parameters will also change Iarc. Figure 4.23 shows

how Iarc varies as a function of each operational parameter (while keeping other pa-

rameters constant). Iarc increases with the increase of each parameter. This is likely

due to an increase of ionizations of background gas for gas flow, and increase of

electron energy available for ionizations for Varc, and the increased confinement

of electrons with magnetic field. Figure 4.24 shows similar plots but for the low

pressure at high magnetic field regime. Here we see similar trends in Iarc for the

various operational parameters for the same reason.

4.6.1 OES Measurements

Measurements using the OES diagnostic were implemented via a collimator at-

tached to an optical feedthrough placed on a flange directly across the ion source
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Figure 4.23: Iarc as a function of (a) gas flow, (b) Varc, and (c) magnet field
strength in the high pressure low magnetic field regime. Constant pa-
rameters for each variation are (a) 1.6 kV and 0.05 T, (b) 20 sccm and
0.05 T, and (c) 20 sccm and 1.6 kV.

in the vacuum box. A simplified schematic is shown in figure 4.25. The light

passes through two optical fibers and an attenuator (which is simply an air gap of

about 40 mm) before being collected by the HR2000+ OceanOptics spectrometer.

This setup is relatively calibrated with the HL-3P-CAL light source. As done for

measurements with the TRIUMF filament ion source, each measured line intensity

peak is integrated over its broadened profile. In this case, there is no background

light intensity that needs to be subtracted out due to a lack of any hot filament

within view of the optical collimator.

The PIG source was run varying gas flow, arc voltage, and magnetic field while

keeping the other operational parameters constant. For each case, the varying pa-

rameter was swept from lowest to highest value. This is to avoid hysteresis effects,
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Figure 4.24: Iarc as a function of (a) gas flow, (b) Varc, and (c) magnet field
strength in the low pressure high magnetic field regime. Constant pa-
rameters for each variation are (a) 1.4 kV and 0.4 T, (b) 4 sccm and
0.39 T, and (c) 4 sccm and 1.45 kV.

which have been observed when varying each parameter. The hysteresis effects

are not enough to change the trends in Iarc as a function of each varying param-

eter. The ranges of each parameter are limited as lower values will dissipate the

discharge, while higher values will make the discharge transition into a hot cathode

state. Each point in parameter space selected is the same as shown in figure 4.23

and 4.24. For each point, up to 10 spectral measurements are taken and used to

solve for the plasma parameters within the source. The OEF from equation 4.28 is

used as it is most appropriate for measurements taken radially from a cylindrical

ion source. The OEF is applied to direct radiative transitions to the ground state,

with the assumption that the ground state helium atoms are the dominant source

of absorption. Figure 4.26 shows the simulated neutral density for various input
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Figure 4.25: Simplified schematic of OES diagnostic setup for the Penning
ion source. The collimator is held up by the optical feedthrough on a
flange about 160 mm from the center of the ion source aperture. A UV-
visible fiber goes through an attenuator filter (40 mm air gap), through
a IR-visible fiber, and then to the HR2000+ OceanOptics spectrometer.

helium gas flows within the Penning ion source using MolFlow+, along with the

corresponding linear fit. This is used to estimate the neutral density within the ion

source for the NSCR.

Figure 4.27 shows the measured ne and Te as a function of each operation pa-

rameter as measured with the OES diagnostics. Shown are the solutions for the

OES diagnostics using just the primary ratios (I728/I706 and I667/I728) as circles and

all ratios as squares. Electron temperature is in red and electron density in black. It

is unsurprising that the electron density increases with increases of each parameter,

since Iarc also increases. Since the magnetic field is either constant or increasing for

each variation, making the radial confinement either the same or better, the elec-

tron density has to increase in order to have more electrons satisfying the current

constraint on the anode.

As in the case of the TRIUMF ion source, figure 4.27a shows that the electron

temperature is negatively correlated with an increase in gas flow. This is likely

due to the increased collisions with background gas particles increasing the energy
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Figure 4.26: Neutral gas density vs gas flow within the Penning ion source
using MolFlow+ (blue), and the corresponding linear fit (orange).

loss per primary electron. This is the same reason why we see a decrease in figure

4.27c, where an increased confinement means a primary electron undergoes more

collisions. It is interesting however that the electron temperature is reduced as a

function of Varc, even though each primary electron is expected to be at a higher

energy and would thus increase the electron temperature.

Figure 4.28 shows the same plots but for the lower pressure and higher mag-

netic field case. We see the same general trends as in the high pressure case, except

for at high magnetic fields. Figure 4.28c shows a very interesting trend where past

about 0.3 T, the electron temperature starts to rise again while the electron den-

sity decreases. This might be attributed to the increased bowing of the magnetic

field. As shown in figure 3.3, it is expected that the bowing of the magnetic field

increases the proportion of the magnetic field pointing towards the anode. It could

be that this slight bowing drastically increases electron dumping to the anode past

0.3 T, and thus the confinement is actually decreased. However, in these type of

plasma geometries it turns out that the two regimes being tested refer to two dif-

ferent modes of operations [59]. The low pressure and high magnetic field mode

corresponds to an increase in plasma instabilities, theorized to be dominated by
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Figure 4.27: ne (black) and Te (red) as a function of (a) gas flow, (b) Varc,
and (c) magnet field strength in the high pressure low magnetic field
regime. Measured using OES with two primary ratios (circle) and all
ratios (square). Constant parameters for each variation are (a) 1.6 kV
and 0.05 T, (b) 20 sccm and 0.05 T, and (c) 20 sccm and 1.6 kV.

beam plasma instabilities due to two electron beams flowing against each other

from opposite cathodes [60], and instabilities that lead to increased plasma diffu-

sion across the magnetic field [61]. It is possible that the strange trends in plasma

parameters switching at 0.3 T is related to an increased electron transport due to

these instabilities, which causes more electrons to be dumped onto the anode at a

particular magnetic field strength.

Like in the TRIUMF ion source, these trends can only be explained by our

understanding of fundamental plasma dynamics. However, it would be useful to

simulate this ion source to make sure we can replicate these findings, and therefore

have a better understanding of the plasma processes that lead to these trends. This

will be discussed in the following chapter.
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Figure 4.28: ne (black) and Te (red) as a function of (a) gas flow, (b) Varc,
and (c) magnet field strength in the low pressure high magnetic field
regime. Measured using OES with two primary ratios (circle) and all
ratios (square). Constant parameters for each variation are (a) 1.4 kV
and 0.4 T, (b) 4 sccm and 0.39 T, and (c) 4 sccm and 1.45 kV.
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Chapter 5

Plasma Modeling

5.1 Plasma Modeling in Ion Sources
Plasma physics is fundamentally a many-body problem which has high degrees of

complexity. Typically in ion sources, the combination of low neutral gas pressures

and high electro-magnetic fields makes models based on general particle statistics

(such as fluid models) less than ideal. For this reason, Particle-in-Cell (PIC) codes

are often used for such ion sources [62–65], usually in combination with Monte-

Carlo (MC) methods for randomized collisions.

These types of codes use up to millions of macro-particles which represent the

collection of charged electrons and ions. However, unlike the charged particle trac-

ing module, Maxwell’s equations are solved self-consistently for each time step for

all particles on a grid. In addition, other interactions (such as collisions or surface

reactions) may be added for each time step, which further complicates the compu-

tation. This requires parallelization, which is doing simultaneous calculations on

many CPUs.

Though these codes can simulate most fundamental plasma processes, the cod-

ing involved is difficult, and the simulation times are large. For example, even a

2-D PIC simulation of a low-pressure Penning ion source along the center of the

discharge typically takes 5-10 days [63]. Such codes would take years to develop,

and would still be very impractical to use when changing ion source parameters

due to the amount of time needed for an average run. For this reason, alternative
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codes must be used which are relatively simpler that can give qualitative results of

what happens to an ion source plasma when the input parameters are changed.

It is for this reason that the plasma module from COMSOL Multiphysics™ is

used. This module solves the drift diffusion equations described in section 2.5.1.

This is described in the Plasma Module User’s Guide [66]. Like most COMSOL™

modules, this solves a set of partial differential equations on a spacial grid (from 1-

3 dimensions) using the finite element method. This assumes a collisional plasma

with Maxwellian electron energy distributions. This may be valid in the bulk

plasma of ion sources, but in the sheaths and in areas where there may be anoma-

lous effects (such as from plasma waves), this will not work. However, there are

ways to modify this code so that it is better adapted to the ion sources at more

moderate pressures (> 20 mTorr) explored with the PIG source in this thesis. In

this way, while the code will never be able to give the most accurate results due to

its simplification of a complex many-body problem, it should be able to give qual-

itative trends for the physical processes as a function of the input parameters. This

would allow us to explore why changing input parameters leads to various changes

in plasma beam parameters without resorting to complex codes which takes multi-

ple days for single runs.

5.2 Comsol Plasma Model

5.2.1 Particle Transport

The plasma domain solves for the time dependency of electron density ne, the

mean electron energy ε̄ , and the electric potential V . An isotropic Maxwellian

distribution of electrons is assumed, and therefore ε̄ = 3
2 Te. The time dependency

of the electron density is described by:

∂ne

∂ t
= ∇ ·Γe +Re (5.1)

Γe = ne~ue =−(µe ·~E)ne−∇(Dene) (5.2)
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where Γe is the electron flux, µe is the electron mobility, Re is the electron pro-

duction rate, and De is the electron diffusion coefficient. This is essentially just

the basic continuity equation in a fluid, in which the rate of change of ne in a vol-

ume is equal to the influx of particles on the volumetric surface in addition to the

production of electrons in the volume.

For electrons, the software also solves for the time dependent energy density,

which is defined as nε = neε̄ . This is defined as:

∂nε

∂ t
+∇ ·Γε +~E ·Γe = Sen +Q/q (5.3)

Γε =−(µε ·~E)nε −∇(Dεnε) (5.4)

Dε =
5
3

De , µε =
5
3

µe (5.5)

where Sen is the volumetric electron energy loss/gain due to inelastic collisions,

Q is a heat source, µε is the electron energy mobility, Dε is the electron energy

diffusivity, and Γε is the electron energy flux.

The electron volumetric production is given by the sum of the volumetric rates

which is equation 2.14 multiplied by the electron density for each ionized nk back-

ground species:

Re = ∑
k

Kion
k nkne (5.6)

The volumetric electron energy loss is the sum of all electron energy loss due

to inelastic collisions with species nk:

Sen = ∑
k

Kk jnkne∆εk j (5.7)

5.2.2 Magnetic Field Effects

As discussed in section 2.5.2, strong DC magnetic fields will affect the trajectories

of colliding electrons perpendicular to these fields. In COMSOL™, this causes
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the mobility coefficient to become a tensor as the mobility becomes non-isotropic.

This creates a mobility along the magnetic field which is the same as the non-

magnetic case, and a separate mobility which represents severely restricted drifts

perpendicular to this field. In addition, there is also a Hall drift, which is the

electron drift in the ~E×~B direction.

However, Penning ion sources would not be able to reach the large currents

in arc discharges if classical diffusion was the dominant source of cross-field dif-

fusion. It turns out in devices with strong magnetic fields and pressure gradients,

anomalous diffusion comes into play due to plasma instabilities [63, 67–76]. These

instabilities have shown to be essential in Penning-type discharges as well in order

to reproduce the observed currents [61, 63, 77].

While these anomalous diffusion effects are an active area of plasma research,

the exact reasons for these processes are still not very well known. The consensus

is that the dominant source of diffusion perpendicular to a magnetic field is due

to resistive drift waves, as explained by Curreli [78]. This is a result of density

gradients which are seen in all confined plasmas, hence why these instabilities

are referred to as universal instabilities. The way it works is shown in figure 5.1.

Random oscillations in plasma density create oscillations in voltage, with relative

positive and negative potential shown by the + and - symbols. This creates electric

fields (green) which in combination with the magnetic field cause an ~E ×~B drift

outwards. Since the ions have much larger gyroradii in the magnetic field which

may not be fully contained in the electric field, the electrons tend to drift out a

bit quicker. This causes a negative charge to build up and causes the next density

oscillation to be shifted slightly downwards. This makes it so that these electrons

are then caught in the next ~E×~B drift, creating a net outward diffusion to the walls.

An important feature that allows these oscillations to exist is that charge imbal-

ances cannot be readily compensated by electrons along the magnetic field lines.

This is because electrons will undergo collisions with background particles pre-

venting the neutralization of any oscillations, hence why these are called resistive

drift waves.

Results from several experiments show a 1
B scaling of this diffusion (classical

is ≈ 1
B2 ) and also a proportionality to electron temperature. The empirical diffu-

sion coefficient which has come about due to these observations following what is
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Figure 5.1: Schematic for resistive drift waves. Oscillations in plasma den-
sity and therefore voltage shown, with resultant electric fields in green,
and resultant ~E×~B drift for the electrons (purple) and ions (red).

referred to as the Bohm diffusion coefficient:

Dbohm =
Te

16B
(5.8)

where Te is represented in eV and B the strength of the magnetic field in T. The 1
16

term is an empirical number which agrees with many experiments within a factor

of 3 [23].

There are simplified models of electron mobility by those working in the field

of hall-thrusters where anomalous cross-field drift is also observed. In this case,

many use the classical equation 2.22 but instead of using an electron-neutral colli-

sion frequency, one finds the effective frequency [79]:

νe f f = νen +νei +
1
16

αpωe (5.9)

where νen is the electron-neutral collision frequency, νei is the electron ion collision

frequency, and the last term represents the anomalous collision frequency due to
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the gyrofreqency of the electron ωe. αp is an parameter usually used for fitting

experimental results in hall-thruster experiments. In this case, the classic case of

αp = 1 will be used as it is unknown what it may be for PIG sources. This is called

the mixed mobility case.

5.2.3 Heavy Particle Drift

For each heavy particle species, in this case the various states of helium, the particle

transport for species nk is:

∂nk

∂ t
= ∇ ·~jk +Rk− (~u ·∇)nk (5.10)

where nk is the population density of species k, Rk is the volumetric rate for the

species,~u the total fluid velocity vector, and ~jk = nk~vk is the diffusive flux where:

~vk = Dk
∇nk

nk
− zkµk~E (5.11)

with Dk the diffusion constant for species k, zk the species charge, and µk the

species mobility. Just like in the electron case the species mobility can be a tensor if

a DC magnetic field is introduced. It should be noted that the energy equation is not

solved for heavy particles, as it is assumed their energy contribution is negligible

compared to the electrons due to a much lower temperature.

With the existence of different charged particles, the equations are closed by

solving for the electric fields in the domain due to variations in space charge as

these charged particles move. This is done by solving Poisson’s equation, shown

in equation 3.6.

5.3 1-D Model
In addition to anomalous magnetic field effects, strong electric fields such as those

found in the high voltage cathode sheath of a DC discharge are also problematic for

COMSOL™ and cannot be well represented by the drift-diffusion model. From

equation 5.11 and 5.2 for the ions and electrons respectively, we see that the veloc-

ity of the charged particles due to an electric field is linear with ~E and independent

of the actual change in electric potential, since it’s assumed that the particle veloc-
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ities are limited by collisions with the background gas. This may be valid for low

values of |
~E|
ng

, but when this ratio is especially high, the electron will not undergo

collision within the field due to its high speed and the decrease in collision cross

section at higher kinetic energies. This means that the drift velocities in the model

will be much higher then their theoretical limit.

In order to describe this sheath, the model needs to be modified. COMSOL™

contains an advanced feature which allows for arbitrary PDEs in common forms

to be coupled to whatever physics equations are already being solved by the time-

dependent solver. A PDE is created which implements equation 2.13 for an ion

species, which is usually necessary in low-pressure plasmas with high fields [80].

This however introduces a non-linear velocity term referred to as the inertial term

(~u ·~∇) ·~u, which makes 2-D modeling very difficult to converge and computation-

ally expensive. It is expected that these high voltage sheaths are along the magnetic

field and hence a 1-D model representing the dimension along the magnetic field

of the ion source is made to get consistent convergence of the steady state solver.

The 1-D model is simply a line from the coaxial center of the Penning ion

source down to the center of one of the cathodes, which is 25.5 mm in length.

Only half the length has to be solved due to symmetry of the ion source about its

center. For this reason, a ~E ·~n = 0 boundary (or Neumann boundary) is applied

to the point at the center of the discharge for Poisson’s equation. At the other end

where the cathode is, the voltage is set to ground with V = 0 (a Dirichlet boundary).

A simplified schematic of the 1-D model is shown in figure 5.2.

Each point on the 1-D domain represents a circular cross-section of the PIG

source, which has a 4 mm radius (which we symbolize as R). Radial losses of elec-

trons to the anode walls is included. The drift diffusion equations (5.11 and 5.2) at

steady state are applied in this simplified case so that the total loss rate at the wall

for a linear drop in density along the radius (using divergence theorem) is Γ
2
R . For

the electrons, we assume the mobility µe is derived from the classical case (equa-

tion 2.23) or using the effective frequency used by hall thruster physicists (equation

5.9). The Einstein relation is used to then find the diffusion coefficient, which turns

out to be very similar to the Bohm diffusion coefficient for the mixed mobility case.

The radial electric field is also assumed to be linear, and so Er =
Varc−V

R where V

is the voltage parameter solved along the domain in COMSOL™ along the 1-D
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Cathode
V = 0

Icath = Iarc/2 - Iion

Neumann Boundary (n*E = 0)
Symmetry Boundary

vion = 0

Icath

Iion

25.5 mm

Simulation Domain
Electron impact reactions

Wall interactions

Figure 5.2: Schematic of 1-D plasma model in COMSOL™. Red boundary
represents a metal cathode at ground, upon which the emitted electron
current from the cathode surface is the arc current subtracted by the
bombarding ion current. The blue boundary represents the center of
the symmetric Penning ion source with a Neumann boundary for elec-
tric field and Dirichlet boundary for ion drift velocity. The black is the
domain, whose list of included interactions are shown in table 5.1.

axis. The particle density is also estimated to drop linearly with radius, so that ∇n

simplifies to n
R . The energy density loss (equation 5.3) is solved assuming linear

drops in density from the center, which is where the domain variables (Te, V, and

ne) are solved for.

The electron-impact collisions included in the model are shown in table 5.1.

These include the electron-impact reactions which contribute to the electron conti-

nuity and energy equation, as well as the wall impact reactions which turn excited

or ionized helium back to the ground state. The latter are based on radial diffu-

sion to the walls. The interactions include the primary source of ionization (and

therefore plasma generation) from the heavily-populated ground state of helium.

However, as 21S and 23S excited states are metastable, their lifetimes are long and

may lead to relatively large populations which might become another important

pathway for ionization. For this reason, the metastable species are included in the

simulation by adding the excitation (and de-excitation) process with the ground

state, along with ionization of these states. These cross sections are the same

used in the CR-model [52]. Other excited states, while important to the internal

chemistry of the plasma, will not severely affect the trends in the solved electron

temperature and density for various input parameters which is the primary interest
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in this thesis. Finally, the ionizations which lead to α particles [81, 82] are found

from the NIFS database [83].

The mean escape time for neutral particles is approximated assuming a radial

linear density gradient by R2

2Dn
, with Dn the diffusion coefficient for the neutral

particles. This coefficient is taken from the binary diffusion coefficient for helium

solved for automatically in the COMSOL™ plasma module, but with an additional

factor for ’free falling’ atoms with escape time R
vtherm

. vtherm is the thermal velocity

of the ions at the gas temperature of 300 K. Then, similar to what is done in section

4.3.2, the total wall impact rate becomes
(

R2

2Dn
+ R

vtherm

)−1
. The volume and surface

interactions included in the model are shown in table 5.1.

Reaction Type
e + He⇒ e + He Elastic

e + He+⇒ e + He+ Elastic
e + He⇒ 2e + He+ Ionization

e + He⇒ 3e + α Double Ionization
e + He+⇒ 2e + α Ionization

e + He⇔ e + He(23S) Excitation/De-excitation
e + He(23S)⇒ e + He+ Ionization
e + He⇔ e + He(21S) Excitation/De-excitation

e + He(21S)⇒ e + He+ Ionization
He(23S)⇒ He Wall Impact
He(21S)⇒ He Wall Impact

He+⇒ He Wall Impact
α ⇒ He Wall Impact

Table 5.1: Reactions and their types in the COMSOL™ model.

For ions, the classical diffusion coefficient based on the helium ion mobility is

given by COMSOL™, which is given as a function of electric field. The classical

diffusion coefficient across the magnetic field is calculated from these given values

(equation 2.22). The wall impact rate is then calculated the same way as for the

neutrals for the diffusion component. As it is unclear from the literature whether

the ions in such a source would also follow the same Bohm diffusion as electrons,

the Bohm diffusion coefficient will also be used as a comparison to see its effects

on the plasma model.
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At the cathode, the total current must be equal to Iarc/2 since it represents half

the total cathode area. This means that the emitted electron current Icath into the

domain must be:

Icath =
Iarc

2
− Iion (5.12)

where Iion is the ion current bombarding the cathode from the plasma. It is assumed

in the case of the cold cathode mode that all emission of electrons from the cath-

ode is due to secondary emission. Secondary emission is when the local Coulomb

potential of an ion at the cathode surface causes electrons to escape the cathode

and recombine with the ion. In this case, if the work function W f , or the energy

required for an electron to escape a metal, is much lower than the ionization poten-

tial of an ion, then an extra electron can be pulled out as well. The work function

for graphite is 4.62 eV [84]. The chance of this happening is called the secondary

emission coefficient γi and is usually much less than 1 for most cases [24]. How-

ever, this is heavily dependent on the ion energy and the properties of the material’s

surface. The energy of these secondary electrons (ESE) is assumed to be the left-

over energy from the ionization potential (∆Eion) subtracted by the work function

and divided by the amount of released electrons (ESE = ∆Eion− 2Wf ). There are

also wall impact reactions implemented on the cathode surface, where each ex-

cited state and ion on the surface becomes ground-state helium. The cathode wall

is made to be perfectly reflecting for the electrons, meaning that an electron that is

emitted from the cathode is trapped in the plasma domain.

It is assumed that since Icath comes from secondary emission due to ion bom-

bardment, the current density of electrons emitted from the cathode dIcath
dAcath

is pro-

portional to the ion flux towards the cathode where Acath is the cathode surface area

exposed to the plasma. Thus the emitted electron current density from the cathode

is:

dIcath

dAcath
= Icath

dIion
dAcath∫ dIion

dAcath
dAcath

(5.13)

For the 1-D model we have to assume that the ion distribution on the cathode is

uniform, and thus equation 5.13 simplifies to Icath/Acath. One should keep in mind
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though that the mean free path of an electron entering the domain is still larger

than the plasma column. Therefore, we have to take into consideration that many

electrons will go through the column without collisions and be absorbed by the

cathode at the other end. From the common Beer-Lambert law for attenuation, we

can find the capture probability of the emitted electrons as:

Pe = 1− exp

(
−2∑

i

∫ l

0
σingdx

)
(5.14)

where each index i is for each electron-impact interaction, l is the length of the

simulation domain, and the factor 2 is used because the electron has length 2l to

be trapped as only half the simulation domain is used due to symmetry. Since the

current at one cathode is the total emitted current subtracted by the current coming

from the other side that hasn’t been trapped, the net emitted current on the cathode

boundary is reduced by the factor Pe. With the assumption of uniform emission

along the cathode, the actual emitted current is Icath/Pe.

The PDE of equation 2.13 is applied to the ions by adding the general coeffi-

cient form PDE in COMSOL™ from the Mathematics module, which allows for

the introduction of general PDEs with user selected coefficients. Equation 2.13 was

implemented with ~u×~B = 0 as the dimension we are modeling is along the axis

of the magnetic field. We assume the ion temperature to be the same as the neutral

gas temperature (300 K), and due to its acceleration in electric fields~u− ~u0 ≈~u. It

is also assumed that this temperature is constant, so that ∇p = kBT ∇n. The plasma

module comes with data for the helium ion mobility as a function of reduced elec-

tric field. The collision frequency is derived from this data by using the relation

between the mobility and collision frequency (equation 2.16). As we have no infor-

mation on α mobility within a helium gas background, we assume that the collision

frequency for this particle is that of the singly-charged state multiplied by
√

2. In

the collision drift-diffusion case, this makes the drift velocity for the α-particles to

be×
√

2 that of the He+ ions, which is what we expect from energy conservation in

the electric field. A Dirichlet boundary condition of ui = 0 is applied to the center

symmetry point of the plasma as we expect the total ion drift here to be zero. As

the PDE solves for ~ui (~ui the ion velocity), one must then go through the internal

calculations within the plasma module and replace all variables solving for the ion

120



flux (~jk in equation 5.10) with the newly calculated flux from the implemented

PDE solver.

The electrons also need an inertial term since they start at zero potential at

the cathode and accelerate to high speeds within the sheath, which also generate

unrealistically large speeds in the drift-diffusion model. However, adding another

non-linear PDE for the electron velocity which then couples with the continuity

and energy equation leads to convergence issues within the model. A simpler way

to implement this is to add a term in the calculation of electron collision frequency,

which is used to calculate the mobility/diffusion terms and consequently the fluid

velocity. The plasma module in this case solves for the collision frequency using

the sum of all collision frequencies for each interaction between electrons and neu-

tral particles integrated over the local Maxwellian EEDF (equation 2.14). However

following the procedure from Lishev [85], the inertial term can be approximated

as an additional collision frequency term which is large (and therefore limits the

particle speed) within the high electric fields. If we take equation 2.13 at steady

state ( ∂~u
∂ t = 0) along the magnetic field axis x for electrons we have:

mene
∂u
∂x

u =−eneEx−
∂ p
∂x

+meneνu

0 =−eneEx−
∂ p
∂x

+mene

(
ν− ∂u

∂x

)
u

So we effectively have the drift-diffusion equation but with an additional term

in the collision frequency of − ∂u
∂x . We approximate this term in the case of col-

lisionless sheaths where ν << − ∂u
∂x due to very high fields. In this case, we also

assume that the pressure gradient is much less than the electric field component

since the voltage drop across the sheath is much greater than the electron temper-

ature in the bulk plasma. The last assumption is that the electron flux velocity

at steady state conditions in the sheath is from the maximum kinetic energy an

electron can have when released from the cathode due to the voltage gain.
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∂u
∂x

√
2eme(VSE +V −Vmin) =−eEx

∂u
∂x

=−Ex

√
e

2me(VSE +V −Vmin)

And thus we have the total collision frequency as:

˜νen = νen +Ex

√
e

2me(VSE +V −Vmin)
(5.15)

where VSE is the energy in eV of the electrons emitted due to secondary emis-

sion, which is assumed to be 15.35 eV. Vmin is the minimum voltage in the domain,

which is 0 V at the cathode. This makes it so that when νen = 0, the speed of

the electrons is capped for an electron with kinetic energy equal to what is gained

from the electric potential. So all that is required is for νen in the COMSOL™

calculation to be replaced with the modified ˜νen.

It should be noted that the spatial mesh on which the PDEs are solved gets finer

near the cathode where the high voltage sheath is expected to be. This is done to

better resolve the high gradients in voltage and particle densities within this region.

5.3.1 1-D Results

The 1-D model requires an input of parameters actually observed from the PIG

source, which are taken from the experimental sweeps discussed in the previous

section (figure 4.23 and 4.24). To show the basic features of the PIG source using

the 1-D model, a simulation is run for input parameters of 20 sccm, 0.05 T, and 1.5

kV which corresponds to an arc current of 10.08 mA. This corresponds to a high

pressure and low magnetic field regime, which is closest to the type of plasmas that

can be ideally modeled with the COMSOL™ plasma module. Figure 5.3a shows

the results for the calculated kinetic energy over charge of the ions compared to the

maximum energy gain possible from the electric potential. A similar plot is shown

for the electrons in figure 5.3b. The blue line corresponds to the total possible

kinetic energy of the electrons V + Vcath + Te. Here the kinetic energy components

are separated into two different drift components which come from the electric
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field via the mobility and the density gradient via diffusion, as shown in equation

5.2. Near 5 mm where there is a sharp drop in voltage along the cathode sheath,

and hence a large energy gain for both particles, we see the particles have velocities

that correspond to kinetic energies far above what is possible based on energy gain

from the electric fields (no other power deposition is included in the model). This

shows the primary issue with a drift-diffusion model in low pressure DC discharges

which rely on large static fields for plasma operation. This is because the mean free

path for these particles at high speeds becomes larger than the size of the sheath,

so many particles do not undergo collisions. This is why the inertial term in the

particle momentum equation, which is neglected for drift-diffusion equations, is

necessary in these regions.

(a) Ions KE (b) Electron KE

Figure 5.3: Ion and electron kinetic energy calculated from 1
2 mv2, where v is

calculated from the drift velocities, as a function of the potential energy
gain in voltage along the source length for the 1-D model using only
the standard drift-diffusion equation. The electron is separated into drift
velocities from its mobility and diffusion terms.

Figure 5.4 shows the results when the additional PDE for the momentum equa-

tion is included for the ions, in addition to the inertial term approximation added

to the electron collision frequency. We see in this case the ion energy (figure 5.4a)

from the drift is less than the maximum possible from the energy gain in the electric

field, which presents a much more realistic picture of the plasma process. However,

one should keep in mind that the energy equation is not solved for heavy particles,

so it is still assumed that the temperature always stays the same. The same re-

striction applies to the electrons in figure 5.4b, whose derived kinetic energy from

the mobility and diffusive drifts are also less then the maximum allowed. Since
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the drift velocities are normally countering each other, the kinetic energy from the

total drift velocity is shown in cyan, which either matches or is below the maxi-

mum allowed. So using a rather simple assumption, the drift-diffusion model for

electrons can be significantly improved.

(a) Ions KE (b) Electron KE

Figure 5.4: Ion and electron kinetic energy calculated from 1
2 mv2, where v

is calculated from the drift velocities, as a function of the potential en-
ergy gain in voltage along the source length. This is for the model with
additional momentum equation for ions and an approximation of the in-
ertial term from the electron momentum equation added to the collision
frequency.

Figure 5.5 shows two scales, particle density and voltage as a function of dis-

tance from the cathode, on a log-log scale. All the qualitative aspects of the model

are as expected for a DC discharge for a Penning ion source. As expected from

literature reviews, most of the voltage drop in the plasma is across a small distance

near the cathode. All densities are peaked at the center of the discharge, and drop

drastically within the sheath. The electron density falls at a greater rate due to the

differences in particle mass, and therefore speed, within the sheath. This difference

in negative/positive particle density is also what creates the large voltage drop near

the sheath. However, the electron density does start to increase within a mm of

the sheath heading towards the cathode. This is because the electrons start with

very little energy on the cathode wall, and hence need a larger density to reach the

appropriate current density to sustain the arc current Iarc on this electrode.

The electric potential within the plasma peaks within the center of the dis-

charge, and is lower than the arc voltage, though by only about 0.5 V. This means

the electron current to the anode is very weakly dependent on the radial electric
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field pushing the electrons out, and mostly comes from radial diffusion within this

model.

Figure 5.5: Charged particle densities and voltage as a function of distance
from the cathode. The particle densities shown are for electrons (dark
blue), He+ (green), and α (red) particles. On the voltage scale is the
electric potential in the plasma (cyan) and the total arc voltage (or anode
potential, purple).

Figure 5.6 shows the electron temperature and ionization rate constants for

ground state and singly-ionized helium atoms. The electron temperature increases

significantly within the sheath due to the energy gain from the electric field and

the energy gain from the diffusing electrons from the bulk plasma. As the electron

temperature rises, more electrons are within the high energy tail of the Maxwellian

EEDF with energies above the ionization threshold, which results in a maximal

ionization frequency. However, since the ionization rate has an additional multi-

plicative factor of ne, the rate actually peaks near the center of the discharge despite

the lower electron temperature plateau. This is why for both ionization rates, there

is a slight dip after the peak electron temperature, where the electron density is still

not high enough to overcome the lower electron temperature.

5.3.2 Applied 1-D Model

The 1-D model is applied for all measured operational parameters for the cold

cathode Penning ion source seen in figure 4.23 and 4.24. For each solution corre-

sponding to a set of operational parameters for the Penning ion source, the average
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Figure 5.6: Electron temperature and ionization rate for He→He+ and
He+→ α as a function of distance from the cathode.

electron density and temperature is calculated from the edge of the domain (Neu-

mann boundary representing half the ion source length) to 5 mm within the plasma

domain. This corresponds to the region of the ion source that the OES measure-

ment collects emitted light from, and is thus the region of interest for comparing to

the trends seen with the OES.

As we are not sure which diffusion and mobility coefficients best represent the

dynamics of the charged particles across the magnetic field, we solve the model

using various mobility and diffusion coefficients for the electrons and ions. The

ions are typically assumed to have classical diffusion coefficients. However, ana-

lytical models on similar discharges solved by Chen [61] shows that the potential

dip seen in most reflex discharges (essentially Penning discharges) is best fit by a

model with ions diffusing with the Bohm diffusion coefficient, but the mobility still

taken at the classical value. In general, it is unknown whether the pressure is low

enough for the ions to be fully magnetized and therefore undergo the same E×B

drifts across the magnetic field due to plasma instabilities. For this reason, models

are also run with the ion diffusion coefficient set to the Bohm diffusion as done by

Chen, which is larger than the classical diffusion due to the higher electron energy

Te >> Tion.

Thus we have three different sets of diffusion and mobility coefficients we

solve for. The first is with the electrons and ions following the classical equation
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for cross field diffusion and mobility (equation 2.23 and 2.24). The second case is

where instabilities cause electrons to have mixed mobility and diffusion (equation

5.9), but the ions are still assumed to be unmagnetized with gyro-radii larger than

local perturbations, therefore keeping classical diffusion. The last case is where

ions are magnetized enough to be transported in these E×B drift instabilities, and

therefore have Bohm diffusion. The electrons in this latter case still have mixed

mobility and diffusion.

The results of the averaged Te and ne as a function of varied operational param-

eters are shown in figure 5.7. The case of electrons and ions both having classical

mobility and diffusion is labeled ’Classical’. The case of electrons have mixed mo-

bility and diffusion but the ions are still classical is labeled ’Mixed Mob.’. The last

case is where the electrons have mixed mobility and ions follow Bohm diffusion is

labeled ’Mixed Mob. w/ Bohm’. We see that when compared to figure 4.27, all the

general trends in electron density and electron temperature as a function of each

operational parameter are the same except for when varying arc voltage. Thus the

electron density increases for an increase in each operational parameter, while the

electron temperature decreases, as seen in the OES measurements.

The reasoning for each remains the same. When gas flow increases, each elec-

tron has greater probability of interaction with a neutral particle which leads to

greater ionization and thus electron density. These increased energy-exchange in-

teractions also cause the electron temperature to decrease. This is also essentially

what happens with the magnetic field increase, except in this case the increased

magnetic field forces greater amount of electron interactions through plasma con-

finement, which then reduces the electron temperature through greater energy ex-

change reactions. This is why the electron density increases and electron temper-

ature decreases when classical transport is used compared to the mixed mobility

model.

What is interesting is the case of a varying arc voltage. An increase of electron

density is unsurprising due to greater ionization per primary electron. However,

the decrease in temperature seen in the OES measurements (figure 4.27b) is unex-

pected due to the increased energy for each electron. The 1-D simulations (figure

5.7d) show an essentially flat electron temperature dependence. The reason be-

comes clear when looking through the simulations, where one will notice that the
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inelastic power loss increases with arc voltage. This means that the magnetic con-

finement is high enough so that each primary electron from the cathode will lose

most of its energy to collisions before being dumped on the anode wall, regardless

of the energy increase of these primary electrons due to an increasing arc voltage.

In addition, each primary electron generates an ‘avalanche’ of secondary electrons

for each ionization, each of which undergoes their own inelastic collisions. This

means that the remaining kinetic energy, after taking into account all the inelas-

tic collisions, is spread out among a larger number of electrons assuming many of

these collisions are ionizations. Thus the average energy per electron at equilib-

rium (the electron temperature) can be kept constant or decrease as arc voltage is

increased. This allows for the overall temperature to actually decrease in the 1-D

model, though almost negligibly compared to what we see from the OES measure-

ments. This suggests that in reality, there is a greater increase of total inelastic

collisions per primary electron as arc voltage is increased. This would result in the

more severe decrease in electron temperature measured by the OES. The odd minor

jump in electron temperature from 1.8 kV to 2.0 kV in the 1-D model corresponds

to a relatively constant arc current (figure 4.23b). This means the electron density

stays about the same, resulting in the higher energy of the primary electrons at 2

kV being less diluted among a similar electron population. This is why we see a

slight increase in temperature within the simulation.

The same simulations were run for the low pressure and high magnetic field

mode. These simulations could not be run using classical cross-magnetic field

transport for the charged particles due to convergence issues. This is likely be-

cause the confinement for electrons is too high at such large magnetic fields, where

plasma instabilities may lead to anomalous diffusion. Hence why these simula-

tions only use the ’Mixed Mob.’ or ’Mixed Mob. w/ Bohm’ option. It should be

mentioned that the 2 sccm gas flow case could not be simulated due to convergence

issues at such low gas pressures. The results of these simulations are shown in fig-

ure 5.8. The constant parameters for each variation are: 1.4 kV and 0.4 T for gas

flow, 4 sccm and 0.39 T for arc voltage, and 4 sccm and 1.45 kV for magnetic field.

We see that the plasma parameters have the same trends as in the high pres-

sure low magnetic field case for all the same reasons. However, figure 4.28c shows

the odd trend of a sudden increase in electron temperature and decrease in elec-
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Figure 5.7: ne and Te as a function of (a,b) gas flow, (c,d) Varc, and (e,f) mag-
net field strength in the high pressure low magnetic field regime. Plasma
parameters taken as average in 10 mm of source. Solved for various sets
of mobility and diffusion coefficients for electrons and ions.
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Figure 5.8: ne and Te as a function of (a,b) gas flow, (c,d) Varc, and (e,f) mag-
net field strength in the low pressure high magnetic field regime. Plasma
parameters taken as average in 10 mm of source. Solved for various sets
of mobility and diffusion coefficients for electrons and ions.
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tron density past 0.3 T as measured by the OES diagnostic. This corresponds to

a flattening of density (figure 5.8e) and temperature (figure 5.8f) within the 1-D

model. Hence we see that the model cannot explain this measurement by the OES.

As mentioned before, this effect is likely due to either introduction of severe insta-

bilities or the effect of the bowing of magnetic field, either of which would lead to

lesser confinement of the electrons. In general, when compared to the experimen-

tal OES measurements, the simulated densities are up to a factor of 5 lower than

measured with the OES, and the temperature up to a factor 2 lower.

The cold cathode discharge should generally have secondary emission coeffi-

cients of less than 0.3 for singly charged helium ions [24]. As the 1-D model solves

for the current at the cathode self-consistently, the secondary emission coefficient

can be calculated by dividing the emitted electron current on the cathode boundary

by the capture probability integrated along the entire domain length, or Icath/Pe. Pe

uses equation 5.14 for electron-impact interactions with ground state state helium,

which are the most probable reactions. An example of the calculated secondary

emission coefficient is shown in figure 5.9.
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Figure 5.9: Calculated secondary emission coefficient at cathode boundary
for 1-D model as function of gas flow at (a) high pressure and low mag-
netic field and (b) low pressure and high magnetic field.

We see that using classical transport in figure 5.9a outputs secondary emission

coefficients closest to what is expected at less than 0.3. However, the introduction

of transport due to anomalous diffusion makes it much higher. While this might

131



lead us to believe that using classical transport coefficients is the best model, this

might not be the case. It has been determined that plasma instabilities can actually

significantly improve the capture efficiency of primary electrons up to 50% [60],

compared to a maximum of about 5% calculated in the low pressure case. This

means Pe might be up to an order of magnitude higher, which would decrease the

calculated secondary emission coefficient up to a factor 10, giving the expected

range for secondary emission coefficients. Thus one cannot determine the best

model based on this criteria.

5.3.3 Charged-Particle Tracing Ionization

One issue with the fluid or drift-diffusion model is that the electrons are assumed

to be Maxwellian. This means that it is assumed all electrons everywhere in space

are defined by this isotropic temperature distribution, and any change in local tem-

perature from the pressure gradient or local electric field does not change this dis-

tribution. In reality however, especially within the sheath, it is expected that the

electrons have energy corresponding to the gain in voltage from the cathode and

with velocity component mostly along the electric field parallel to the magnetic

field. This is therefore a highly non-isotropic case. For this reason, it is expected

that simulations will underestimate electron flow along the magnetic field direc-

tion, as in reality there will always be fast non-colliding electrons with energies

close to the electric potential gain relative to the cathode.

To show how these fast electrons from the sheath change the plasma properties

from the steady state 1-D plasma model, a 2-D model using the charged particle

tracing (CPT) module from COMSOL™ is made for the high pressure and low

magnetic field case of 20 sccm, 1.5 kV, and 0.05 T. The simplified schematic of

this model is shown in figure 5.10. It is composed of a rectangle with dimensions

25.5 mm × 8 mm in an (x,y) coordinate grid to represent half of the discharge

length from the 1-D plasma model. Within this domain, the solution to the voltage,

electron density, electron temperature, and ion density from the 1-D plasma model

(solved using classical mobility and diffusion across the magnetic field) is pro-

jected along the domain length. One end of the domain is a wall that emits uniform

electrons with current equivalent to the solution of the total secondary electron
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current (including dividing by the capture probability Pe) from one cathode in the

plasma 1-D model, which is 1.24 mA and is represented by 5000 macroparticles.

The charged particle tracing module has a specify current option, which allows

each macroparticle to represent a current of particles per second. This is done by

giving each particle a release frequency parameter, which represents the release

frequency for each particle at the cathode frel =
Icath
eNp

where Np is the number of

macroparticles. This allows for the calculation of parameters which rely on the

integrated value of particle rates within a mesh, such as space charge which is the

collection of charged particles in a mesh volume integrated over time.
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Figure 5.10: Schematic of 2-D CPT model in COMSOL™. Blue boundary
is the cathode boundary where electron macroparticles are emitted into
the domain. The other walls are bouncing (induce perfect elastic colli-
sions). The domain along the ion source length from the 1-D model is
projected onto this model along the length, with parameters of voltage,
electron/ion density, electron temperature, and electron loss rate used.

The electrons within the domain can interact with a background gas of ground
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state helium, whose particle density is set to the average from the 1-D plasma case

(2.493×1021 m−3 at 20 sccm) and temperature set to 293.15 K. Only ground state

helium is included since it’s the dominant source of electron impact interactions

due to its large population density. These interactions from the ground state are the

same as in the 1-D plasma model, which includes ionization, excitation to 23S and

21S states, and elastic collisions. Ionization collisions in this module assume that

the secondary electrons produced have zero energy, and the primary electrons have

the remaining energy and inherit the macroparticle release frequency. There are

also elastic collisions with the background electrons and ions (with density taken

from 1-D plasma model) with cross section from the Coulomb cross section also

used in the 1-D plasma model. The temperatures of the ions are assumed to also

be 293.15 K, and the electron temperatures are taken from the plasma 1-D model.

In order to take into account the loss of electrons, an artificial attachment colli-

sion node is added which eliminates particles based on collision frequency. In this

case, the electron loss rate as a function of discharge length from the 1-D plasma

model is used, which has a minimum frequency of 3.74×105 Hz. This means a

≈10 µs simulation time is needed to get an approximate equilibrium solution, as

this would leave about 2% of the original emitted particles.

The cathode (where electrons are emitted) is programmed so that any electrons

that come back in are absorbed and taken out of the domain. The other three walls

are set to perfectly bounce any electrons off the walls. For the discharge length

walls (representing the anode walls), we assume that a magnetic field will confine

electrons until lost by the loss rate set from the plasma 1-D model, therefore they

are not absorbing. As a result, the CPT simulation needs to be 2-D to include

scattering of electrons into the plane perpendicular to the magnetic field after un-

dergoing a collision. This allows us to observe the effects of possible anisotropy

of the electron velocities. On the top symmetric boundary (representing the center

of the source), this is bouncing because it’s assumed that any electron that escapes

results in a ‘mirror’ electron coming in from the other side.

The simulation is run over 10µs in order to make sure that the electrons reach

approximate equilibrium. This simulation takes 8.5 hrs to run. The electron capture

percentage of the initial beam is 17.48%, compared to 15.83% from the plasma 1-

D model, showing good similarity between simulations. Accumulator nodes are
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used which sum up macroparticle parameters for each macroparticle that is within

a mesh grid within some unit time. The integrated variables are electron energy,

particle count, and ionization frequency. This is essentially done by integrating

the rate for each macroparticle parameter, which is the parameter multiplied by

the release frequency, over time. Each parameter can then be projected onto the

discharge length by averaging along the x-axis.

Figure 5.11 shows the normalized ionization rate (normalized to value at the

center of the discharge) from the CPT simulation and the 1-D plasma simulation.

The ionization rates are from ground state helium and from He+. It should be men-

tioned that the change of this rate over the last 9 - 10 µs is minimal, showing that

the values are at an approximate equilibrium. The ionization frequency from the

ground state is much flatter over the domain than in the plasma 1-D case, which

shows a key component missing in the fluid model. The increased ionization after

the sheath compared to the center is because the discharge ionization is signifi-

cantly impacted by the constant flux of fast electrons with energies higher than the

local Maxwellian temperature. This means that even as the electrons start to reach

an equilibrium, there will always be a dominant contribution within the domain

from fast electrons, which implies a non-Maxwellian distribution as expected from

such ion sources. It’s also interesting to notice that the peak seen at around 0.4 mm

is due to the energy of the electrons at this location corresponding to the maximum

cross section for ionization. For the case of ionization of ions to α-particles, the

ionization rate does not have a plateau as it is dependent on the local background

density of ions which increases as one gets closer to the discharge center. How-

ever, it is also higher than in the plasma 1-D model due to the contribution of higher

energy primary electrons from the cathode.

Figure 5.12 shows mean electron energy derived from the CPT simulation and

the 1-D plasma simulation. The mean elecron energy from the CPT simulation is

derived by dividing the total integrated electron kinetic energies by the integrated

electron number (integrated sum of macroparticles) to get the mean kinetic en-

ergy. This is separated into the portion of kinetic energy parallel and perpendicular

to the magnetic field. We see that the mean energy from the CPT model, which

has reached close to its equilibrium value, has the same general shape as from the

plasma 1-D model, but the portion parallel to the magnetic field is much larger
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Figure 5.11: Normalized ionization rates along the discharge length from the
charged particle tracing simulation and the plasma 1-D model.

than the portion perpendicular. This is again because of the high energy contribu-

tion from the fast electrons before they reach equilibrium, which means not only

is there likely a non-Maxwellian distribution with high energy electrons at equi-

librium, but this distribution is highly anisotropic. The higher temperature along

the magnetic field is due to the smaller scattering angle of electrons at higher mo-

mentum, thus it takes many collisions for electrons to be scattered perpendicular

to the magnetic field. This might contribute to the decrease in electron temperature

with arc voltage observed in the PIG source, since an increased arc voltage leads

to higher energy (thus higher momentum) electron beams which require more col-

lisions to get sufficient momentum perpendicular to the magnetic field to escape to

the anode walls. Note that this simulation only takes into account two dimensions,

so the amount of anisotropy likely changes in 3-D. We also see that the mean elec-

tron energy drops as we get closer to the center of the discharge, which is due to

the electric potential continually pushing electrons toward the center where they

lose more energy through collisions.

Figure 5.13 shows the normalized electron density derived from the CPT sim-

ulation and the 1-D plasma simulation. The CPT electron density is derived by di-

viding the integrated macroparticle number by the local mesh area, and is averaged
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Figure 5.12: Mean electron energy from the CPT simulation and plasma 1-D
model, along with the electric potential from the plasma 1-D model.

along the x-axis. The plasma 1-D and CPT models again follow similar shapes,

but because of the higher ionizations close to and within the sheath, the electron

density in these areas is much greater in the CPT model. This would likely change

the potential distribution of the plasma as well since this changes the local space

charge contribution of the electrons. This would require a full PIC-MC (Particle-

in-cell Monte-Carlo) code to take into account the self-consistent electro-magnetic

field changes.

It is clear from the CPT simulations that the plasma 1-D model neglects a core

part of power deposition (via inelastic collisions) in the plasma from high-energy

electrons. This unfortunately is not implemented into the COMSOL™ plasma

models, and adding additional electron kinetic equations would require significant

re-development of the model. Thus we have to be wary of this limitation when

evaluating the results of these simulations.

5.4 2-D Axi-Symmetric Model
The 1-D model, while significantly improved upon with respect to the standard

drift-diffusion model, is still lacking detail in the dimension across the magnetic

field. However, there may be important radial effects that change the trends we
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Figure 5.13: Normalized electron density from CPT simulation and plasma
1-D model, along with the electric potential from the plasma 1-D
model.

might see when varying input parameters on the ion source. For this reason, it is

necessary to increase the dimension of this model to include the radial dependence

of plasma parameters within the discharge. For this, an axi-symmetric model of

the Penning ion source is developed using the drift-diffusion plasma module in

COMSOL™. Though in principle anomalous diffusion is based on azimuthal (θ̂ )

asymmetries, we solve for the θ̂ -averaged plasma parameters which leaves us with

the ẑ and r̂ dimensions.

The simplified schematic of this model is shown in figure 5.14. In order to

avoid the high energy particles in the sheath, which would necessitate additional

non-linear momentum equations within the model for both dimensions resulting in

convergence issues (at least when attempted by this author), a boundary is added

which represents the edge of the cathode sheath. At this boundary, electrons are

emitted with a flux (particle flux ~n · Γe and energy flux ~n · Γε ) corresponding to

the flux necessary to satisfy the arc current constraint. The assumption is that the

sheath is non-collisional for the fast electrons. This means the steady-state current

density of electrons at the cathode is the same as that on the sheath edge, which

is typically the case in discharges and is what is seen in the 1-D model. It is
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Figure 5.14: Simple schematic of the 2-D axi-symmetric plasma model. The
blue line is the edge of the cathode sheath where an input electron
particle flux energy flux is applied. The green line is the Neumann
boundary which represents the center symmetry boundary point of the
Penning ion source. The red line is the anode wall at ground. The
dotted line is the r = 0 axi-symmetric boundary.

assumed that secondary emission is the dominant process due to the cathode being

cold, and thus the electron flux is proportional to the ion flux onto the domain (see

equation 5.13). It is assumed that the energy gain of each electron is the voltage

drop within the sheath. This means Γε = (Varc+Vb) ·Γe, where Vb is the voltage on

the sheath edge boundary. In addition, it is assumed that for every ion which hits the

boundary, there is recombination at the cathode surface which produces a neutral

ground helium particle going inside the bulk plasma. The flux of the He+ ions

into the boundary, which is assumed to be the primary ion flux, is considered to be

Γi = nivBohm where vBohm is taken as the ion Bohm velocity shown in equation 2.25.

Therefore the ion current Iion is this flux integrated along the boundary multiplied

by the single ion charge. It should be mentioned that the 1-D model does show
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an ion velocity of about vBohm at the sheath edge, and so this boundary, which is

a typical boundary condition for the sheath in plasmas, is expected to be a good

approximation. The metastable states are also assumed to be de-excited to the

ground state when colliding with any wall.

The flux of ions and electrons on the anode wall in COMSOL™ is the product

of the mean thermal velocity and the particle density on that boundary. In addi-

tion, there is also mobility-based migrations of charged particles to the wall by the

electric field, if the field is pointing in the correct direction. In order for the solver

to reach a steady state, the sum of the electrical currents from the charged particle

at the anode wall or cathode edge must be equal to half the arc current. The green

boundary is simply a Neumann boundary which keeps the electric field perpendic-

ular to this boundary at 0. This establishes a symmetry at this boundary, which

allows us to model only half the full ion source.

The bulk electron interactions within the plasma module are the same as shown

in table 5.1, with the collision frequencies dependent on the local Maxwellian tem-

perature of electrons. Like in the 1-D model, the collision frequencies are used to

compute the mobility and diffusion of the electrons along the magnetic field. The

existence of the magnetic field turns these coefficients into tensors. The mobility

and diffusion across the magnetic field for electrons uses either classical or mixed

mobility.

The model was purposely chosen to be a simple rectangle representing the pri-

mary plasma column so that the mesh can divided into rectangular squares, which

simplifies the computation and allows for easier convergence. Like in the 1-D

model, the mesh is made much finer closer to the walls where we expect larger

particle density gradients. As these gradients are expected to be much smaller near

the middle of the discharge, they are allowed to be coarser within these regions.

The largest mesh area at the border of the symmetry boundary and r=0 boundary

is 0.05 mm by 0.11 mm, and the smallest mesh at the corner of the cathode edge

and anode wall is less than 0.001 mm by 0.001 mm. The fine mesh is especially

important at the anode wall because the wall condition for the electrons is based on

thermal motions of the electrons, which can only happen if the mesh size is smaller

than the gyroradius of the particle in the magnetic field.
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5.4.1 2-D Model Results

Example plots of the electron density, electron temperature, and electric potential

for high pressure low magnetic field operation (20 sccm, 1.5 kV, 0.05 T) is shown

in figure 5.15. This is for the case of classical transport across the magnetic field

for the charged particles. The cathode sheath edge boundary is the top, while the

symmetric Neumann boundary is the bottom. Though it’s difficult to see in a 2-D

mesh-plot, the electron density actually peaks between the middle of the ion source

and the cathode sheath, unlike in the 1-D model. This becomes worse at higher gas

pressures. This is likely because in the drift-diffusion model the sheath bound-

ary only describes the electron flux (vene) and energy flux, but does not specify the

actual speed of the electrons since the momentum equation is not solved for. There-

fore the self-consistent model can generate electrons with lower drift velocity but

higher electron density which do not penetrate as deeply within the plasma before

diffusing radially. However, the overall flux of electrons and the energy they give

to the plasma does not change, thus the effect of the input parameter variations on

the overall bulk plasma parameters should not change significantly. The electron

temperature is highest near the sheath edge where there are high energy electrons,

and peaks near the center due to the greater amount of collisions in the center. This

is also seen in the 1-D model. The electric potential has a typical positive voltage

with respect to the anode like in a non-magnetized plasma, which is surprising as

many PIG sources typically have negative electric potentials with respect to the

anode. This is because the much higher electron temperature allows the diffusion

of the electrons to still be higher than that of the ions, which allows for a positive

sheath potential.

Example plots of the electron density, temperature, and electric potential for

low pressure high magnetic field operation (4 sccm, 1.45 kV, 0.4 T) is shown in

figure 5.16. This is for the case of anomalous transport across the magnetic field

for the charged particles (mixed mobility electrons, Bohm ion diffusion). In this

case the electron density is peaked near the center because of the higher mobility

(and thus drift velocity) of the electrons in a lower pressure background gas. The

electron temperature however is actually peaked at the edge of the discharge near

the anode wall. This is because of an overall gain of electron energy from the center

141



(a) Electron Density (b) Electron Temperature (c) Electric Potential

Figure 5.15: Example plots of a) electron density b) electron temperature and
c) electric potential within the 2-D plasma model for parameter of 20
sccm, 1.5 kV, and 0.05 T. Solved with classical transport for electrons
and ions. See figure 5.14 for a visual reference of boundary conditions.

to the anode wall from the negative voltage dip with respect to the anode, which

is more typical of low pressure Penning discharges. This is required due to the

increased confinement of the electrons due to reduced electron-neutral collisions

and increased magnetic field strength, which thus requires an electric field that

pushes the electrons mostly in the center of the discharge out to the anode to sustain

the arc current constraint.

To see how the different mobility and diffusion coefficient settings changes

the radial profiles of the primary plasma properties, we need to plot the radial

profiles of these properties for each setting. To get the profile for the primary

plasma properties as a function of radius, these parameters are projected unto the

radial axis by averaging along the discharge length (z-axis). This is done for the

ion density, electron temperature, and electric potential. It should be noted that due

to quasi-neutrality, the primary ion and electron densities are essentially the same

throughout the discharge except within the thin sheath near the anode wall. The

resultant averaged parameters are shown in figure 5.17.
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(a) Electron Density (b) Electron Temperature (c) Electric Potential

Figure 5.16: Example plots of a) electron density b) electron temperature and
c) electric potential within the 2-D plasma model for parameter of 4
sccm, 1.45 kV, and 0.4 T. Solved with anomalous transport for elec-
trons and ions. See figure 5.14 for a visual reference of boundary con-
ditions.

From figure 5.17a, we see that the ion density is peaked when using classical

transport coefficients, since these coefficients are smallest for a certain magnetic

field strength and thus leads to reduced loss of the ions (and electrons) to the anode

wall. It also corresponds to a better electron confinement which leads to more

ionization of the ground state helium within the discharge, and thus to a lower

electron temperature due to greater energy loss from collisions in figure 5.17b.

Increasing the radial electron mobility (Mixed Mob.) leads to less confinement

and thus less ionization and energy loss, leading to decreased ion production and

increased electron temperature. Adding Bohm diffusion to the ions increases their

diffusion to the anode walls, which decreases the electric potential (due to less

positive space charge) and therefore allows the electrons to diffuse faster, which

further reduces confinement. This results in further decrease of ion and electron

density, and greater electron temperature, when compared to the Mixed Mob. case.

We see from figure 5.17c that there is a positive plasma potential with respect
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Figure 5.17: Average a) ion density, b) electron temperature, and c) electric
potential as a function of radius for various cross field transport coef-
ficients in the high pressure low magnetic field condition.

to the anode wall. This is because the magnetic field is weak enough and the

radius of the discharge small enough that the electrons can still escape to the anode

walls a bit faster than the ions. We see though that the electron temperature is

not completely correlated with the magnitude of the electric potential within the

plasma, since when the ions undergo Bohm diffusion, which is proportional to the

electron temperature, the ions escape faster resulting in a reduced electric potential

within the plasma compared to when the ions undergo classical diffusion. This also

helps retard the ion flux to the anode wall at steady-state conditions which would

otherwise decrease the total current on the anode wall (which is constrained to a

set value).

Figure 5.18 shows the same axially averaged plots of the radial distribution of
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Figure 5.18: Average a) ion density, b) electron temperature, and c) electric
potential as a function of radius for various cross field transport coef-
ficients in the low pressure high magnetic field condition.

each plasma parameter, except for the low pressure high magnetic field case of 1.45

kV, 0.4 T, and 4 sccm. We see the comparisons of the different cases of mixed mo-

bility electrons with either classical or Bohm diffusing ions are the same as in the

high pressure case. However, one interesting note is that a negative potential(figure

5.18c), often seen in these type of discharges, is generated when Bohm diffusion

for the ions is used. This negative dip is to generate the electric field that pushes

out the electrons towards the anode, in order to compensate for the increased dif-

fusion of the ions. It implies that in such a discharge, the ions also follow any

E×B drift instabilities across the magnetic field, as also determined by Chen [61].

Unfortunately, there is currently no way of measuring the plasma potential within

the Penning ion source, though it would be an interesting comparative diagnostic
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to implement in the future. It’s also shown in figure 5.18b that the negative volt-

age results in an energy gain of electrons in this radial electric field when moving

towards the anode wall, resulting in a rise in electron temperature rather than a

fall. However the wall conditions at the anode (which assumes the electron flux

is from their thermal velocity) still create a small positive potential sheath at the

anode edge.

5.4.2 Applied 2-D Model

Now we use the 2-D model to solve for the same input parameter variations done

within the 1-D model from the OES experiments. The averaged ion densities,

electron temperature, and voltage in the volume 5 mm from the center (representing

the slit height) is shown as a function of parameter changes in figure 5.19. As done

with the 1-D model, the variations are done for different mobility and diffusion

combinations for the charged particles. The label for each combination is the same

as for previous plots.

We see from figure 5.19 that the trends from the 2-D model for electron den-

sity as a function of the operational parameters is generally the same as in the 1-D

model. However, figure 5.19a shows the electron density starts to decrease slightly

as a function of gas flow after peaking lower than 35 sccm. This is because the

peak electron density is no longer in the center of the discharge due to increased

gas pressure actually increasing the radial to ẑ electron mobility ratio. This means

that electrons are less mobile along the discharge length with increased gas pres-

sure, and thus deposit most energy in ionization before reaching the center. As

mentioned before, this is likely because the electrons at the sheath edge are slower

than would be expected from the energy gain in the sheath, which is why the 1-D

model which improves on the charge particle speed does not have this issue. When

comparing the peak or average electron density along the entire discharge, the elec-

tron density doesn’t decrease with gas pressure at any point. The electron density

still increases regularly with all other input parameter variations, which happens

for the same reasons as explained in the 1-D model section.

Electron temperature also has the same trends as in the 1-D model except for

arc voltage, which shows a similarly flat temperature with increasing arc voltage,
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(f) Te vs magnetic field

Figure 5.19: ne and Te as a function of (a,b) gas flow, (c,d) Varc, and (e,f)
magnet field strength in the high pressure low magnetic field regime
using the 2-D model. Plasma parameters taken as average within 5
mm from the center. Solved for various sets of mobility and diffusion
coefficients for electrons and ions.
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though in this case the temperature does slightly increase. The trend though is still

insignificant. Thus the 2-D model also doesn’t explain the decreases in temperature

we see from the OES measurements.

Figure 5.20 shows the same plots for the case of the low pressure high magnetic

field regime. The trends are exactly the same, even though using Bohm diffusion

for the ions creates a generally negative electric potential well within the discharge

with respect to the anode wall. Once again, the classical fluid description of the

charged particles cannot be solved for these cases. An interesting note is that the

case for the magnetic field of 0.1 T (at 1.5 kV and 4 sccm), is not shown due

to lack of convergence, which happens because the electron temperature goes too

high due to lack of confinement. Thus at very low magnetic fields, the magnetic

confinement using anomalous mobility for the electrons actually too weak to reach

the arc current constraint. This further implies (in addition to the changing trends

in figure 4.28c) that there is a variation in the charged particle transport coefficients

perpendicular to the magnetic field as the magnetic field strength changes.

It is clear that as done by Chen, Bohm diffusion has to be applied to the ions in

order to get the expected negative potential well typically seen in the low pressure

high magnetic field regime. Regardless of the coefficients chosen or which plasma

model (1-D or 2-D) is used, the simulations show clear trends of the plasma pa-

rameters as a function of gas flow and magnetic field which match the OES mea-

surements. Unfortunately, the arc voltage variations for electron temperature are

not consistent with those seen from the OES diagnostic. In addition, it seems likely

that the particle transport coefficients across the magnetic field are still overly sim-

plified, as it does not explain the change of plasma parameter trends at 0.3 T in the

low pressure high magnetic field mode. It is clear that further studies on the Pen-

ning ion source need to be performed using PIC-MCC methods which use funda-

mental physics rather than empirical coefficients used in the drift-diffusion model

to simulate the complex plasma dynamics. This is also further shown from the

CPT simulations, which also show that fast electrons tend to be scattered in paral-

lel with the magnetic field, causing a highly anisotropic electron energy distribu-

tion not taken into account in the COMSOL™ models. Overall, the 1-D model

is better than the 2-D model because it shows the experimental trend of electron

density increasing with gas flow at the discharge center seen from the OES mea-
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Figure 5.20: ne and Te as a function of (a,b) gas flow, (c,d) Varc, and (e,f)
magnet field strength in the low pressure high magnetic field regime
using the 2-D model. Plasma parameters taken as average within 5
mm from the center. Solved for various sets of mobility and diffusion
coefficients for electrons and ions.
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surements. This is because the 1-D model actually fixes the issues with charged

particle speeds calculated from the drift-diffusion model, unlike in the 2-D model.

It would be worth spending greater time in the future to have the 2-D model in-

clude the cathode boundary, along with fixes to the charge particles speeds along

the magnetic field. However, both models can accurately describe the trends in

electron density within the discharge when varying input parameters.

Though it is not expected to produce the 100s of µA of α particles typically

seen in hot cathode ion sources, the cold cathode mode’s high arc voltage might

allow for a high ionization rate of He+ to α due to higher energy electrons. The

density of α particles averaged within the center 5 mm of the ion source within the

1-D and 2-D simulations are shown in figure 5.21 as a function of input parameter

variations. This is shown for the low pressure and high magnetic field case, as this

is the case where we expect higher α production.

We see from figure 5.21a that the density is expected to decrease with gas

flow due to the large decrease in electron temperature and greater probability of

an electron ionizing background neutrals rather than He+ ions. However, figure

5.21b shows an increase of α density with Varc despite the flat temperature profile

within the simulations. This means the increased electron density is enough to

increase the He+ ionization rate due to a lower amount of neutral gas particles.

With the OES measurements however, a drop in electron temperature was observed

with increasing Varc so it is uncertain whether the α density will actually increase.

Lastly, the magnetic field variations show a drop in α density (figure 5.21c) for

the 2-D models, but the 1-D models show a fairly flat change. This is because the

1-D models show a plateau of electron temperature with magnetic field, whereas

the 2-D model shows a much more drastic drop of temperature with magnetic field

strength, allowing for a lower ionization rate of the He+ ions. The α density is

clearly not just correlated with electron density since the population is much lower

than that of the He+ ions, which follow electron density due to quasi-neutrality

requirements of the plasma. Thus the only way to actually get an idea of whether

more α particles are produced is to attempt to extract them from the plasma.
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(c) α density vs magnetic field

Figure 5.21: α density as a function of (a) gas flow, (b) Varc, and (c) magnet
field strength in the low pressure high magnetic field regime using the
2-D and 1-D model. Plasma parameters taken as average within 5
mm from the center. Solved for various sets of mobility and diffusion
coefficients for electrons and ions.
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Chapter 6

Beam Extraction and Conclusion

Due to the last minute failure of the primary power supply used for the hot cathode

mode, extraction studies are done in cold cathode operation to see how output beam

current correlates with the plasma parameters measured by the OES and estimated

by the COMSOL™ models.

6.1 Beam Extraction
The setup of the Faraday Cup (F-Cup) is shown in figure 6.1. The F-Cup is simply

a copper block with a grounded shield in front. A 2 mm wide and 62 mm high

slit on this grounded shield allows ions to pass through to the copper piece which

then gets passed through a passive low pass filter (R = 10 kΩ and C = 3.2 nF) and

finally read by a DAQ device (TI USB-6001). The DAQ device has an input voltage

reading of 0 to 10 V. Other ions will either land on the beam dump, on the puller, or

get lost due to divergence above/below the beam dump onto the magnet poles. As

discussed in section 3.5.3, these ions might cause secondary emission and create

electrons which contribute to sparking at the back insulator. Thus the electron trap

electrodes are used to prevent this happening, allowing for stable operation.

The current on the F-Cup is read out by measuring the voltage across a load

resistor (which connects to ground potential) on the DAQ device. Due to the much

smaller current of the α beam when compared to the He+ beam, experiments have

to be run with different load resistors to resolve the two particle currents. For
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Figure 6.1: Schematic of the Ion Source and the F-Cup setup. The beam
comes out from the puller and rotates. This beam can be measured by
the movable faraday cup which scans back and forth. The F-Cup is
simply a copper block with a grounded shield with a 2×62 mm wide
slit that lets through the ions. The rest of the ions are dumped on the
beam dump.

resolving He+ currents, a load resistor of 15 kΩ is used whereas a 1 MΩ load

resistor is used for resolving α currents. In order to prevent overloading the DAQ

device when measuring He+ currents on the 1 MΩ resistor, a 10 V metal oxide

varistor (MOV) is placed in parallel to cut out these higher voltages. A 3.2 kΩ

resistor is placed between the beam dump and ground as a load resistor in order

to measure the current on the beam dump, with the voltage being read out on the

PLC control system at the ISTF. A similar technique is used to read out the beam

current on the puller, which uses a 10 kΩ load resistor.

The F-Cup is moved via a vacuum compatible linear stage (Zaber LSM200A-

V2T4, X-MCB1 controller), and scans are done by a LabVIEW™ program which

moves the F-Cup back and forth whilst reading the currents as a function of its

distance. An example scan is shown in figure 6.2a, with the measured current as

a function of the mass to charge ratio. Due to the large number of points and

relatively small error, the error for each measurement is not shown, but the error
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is estimated to be 10 µA for each point. The independent variable is actually the

distance traveled from the ion source center, but is estimated as the mass to charge

ratio by assuming the distance traveled is the diameter (so 2× the gyroradius):

dω = 2
m
|q|

v⊥
B

(6.1)

where m
|q| is the particle mass to charge ratio, and v⊥ the ion speed perpendicular

to the magnetic field B. v⊥ is calculated assuming the ion has gain the full energy

from the extraction voltage and is coming out perpendicular to the puller slit. There

are a few reasons why each particle shows a smaller mass to charge ratio than ex-

pected from equation 6.1. The ions will have velocity along the magnetic field,

which will reduce v⊥ and therefore dω . The ions may not reach the full energy

from the extraction voltage because of collisions with background gas or due to

space-charge effects which create a positive potential within the beam, consequen-

tially lowering the energy of the ions and therefore v⊥. In addition the effects of the

plasma on extraction can create a plasma meniscus, which can create a curve in the

electric potential near extraction causing the ions to follow a diverging or converg-

ing electric field. This can change the initial angle that the particles are extracted,

which would make the ion trajectory intersect with the F-Cup’s path closer to the

ion source. It should be mentioned that the distance from the ion source (dω ) is

based on CAD models, and stack up tolerances along with minor changes will in-

troduce an unknown systematic error that is estimated to be up to 5 mm. However,

this does not explain why the broadening exists.

To show that a broadened peak below an estimated mass to charge ratio isn’t

unusual, a Charged Particle Tracing simulation in COMSOL™ was performed us-

ing a simplified model of the puller and anode discharge. In this case, about 2 mA

of He+ current and 10 µA of α particles are input into the simulation domain uni-

formly onto the slit area about 0.5 mm inside the anode plate’s slit. The anode is

set to 2.5 kV with the puller and surrounding walls at ground. The magnetic field is

based on a measured magnetic field mapping of the C-magnet along the pole gap’s

center with peak field of about 0.4 T. These parameters are chosen to closely match

the experimental conditions of the example scan. A surface which represents the

approximate total surface area swept by the F-Cup is used as a particle accumula-

154



tor, which is a node that allows for the calculation of the particle current passing

through this surface mesh. The resultant expected current measured by the F-Cup

as a function of mass to charge ratio, with this calculated in the same way as in

equation 6.1, is shown in figure 6.2b. We see that like in figure 6.2b, the mass to

charge ratio is very broad and less than the expected 4 for He+ and 2 for α . Thus

even without considering the effects of a plasma meniscus or collisions with back-

ground gas, a significant broadening is seen due to some portion of velocity going

along the magnetic field, the different directions of the particles when coming out

the puller resulting in different intersections with the F-Cup path, and some ions

not gaining all the possible energy due to the space charge of the beam creating

a positive potential along the beam path. It should be mentioned that the results

are similar even when assuming a constant 0.4 T field, thus this is not due to a

changing magnetic field along the ion trajectory.

(a) Experimental scan (b) Simulated scan

Figure 6.2: (a) F-Cup measurement using 15 kΩ load resistor at Vext = 2.5
kV, Varc = 1.7 kV, Q = 4 sccm, and magnetic field strength of 0.4 T. (b)
Simulated F-Cup measurement at 0.4 T, Vext = 2.5 kV, for input currents
of 2 mA of He+ and 10 µA of α particles

One should note that when measuring with larger load resistors for α resolu-

tion, we find current bumps at charge to mass ratios lower than 1 which must be H+

ions. Thus one might expect H+
2 molecular ions to be formed within the plasma as

well if this comes from residual H2 molecules, which unfortunately has the same

mass to charge ratio as α particles. However, similar sources running hydrogen

gas have much lower currents of H+
2 than H+ [13]. In addition, the likely source
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of these ions is water left within the V-Box, which typically dissociates into OH−

and H+. Thus it is assumed that the currents read out on the current bump below

the primary He+ beam is mostly composed of α particles.

An interesting initial observation when extracting beam from the ion source in

cold cathode mode, where the the arc current without extraction is on the order of

10s of mA, is that the extracted beam takes out so many charged particles that the

arc current of the plasma discharge is reduced. This is shown in figure 6.3, where

the bias current (red) and arc current (blue) are plotted as a function of extraction

voltage (Vext) between the puller and anode. This data is taken at 4 sccm gas flow,

1.5 kV arc voltage, and 0.2 T magnetic field strength. The bias current is the total

current read on the bias power supply, which supplies the extraction voltage. Thus

it is essentially the total ion current hitting grounded portions within the vacuum

box, in addition to any secondary electrons which may be produced. We see that

the arc current decreases with increasing bias current, and what is not shown is that

past about 3 kV (depending on discharge conditions), the discharge is dissipated

(arc current drops to 0 mA). This is likely because enough ions are pulled out that

the discharge can no longer sustain itself through ion bombardment of the cathode,

and therefore the discharge dissipates. It should be noted that from preliminary data

with the hot cathode discharge, where arc currents reach up to 3 A, bias currents

could go above 35 mA at 15 kV with negligible change to the arc power. The

reason the extracted beam current to arc discharge current ratio is smaller within

the hot cathode mode is because the electric field cannot penetrate as deeply within

the discharge. This is because the higher electron density produces a smaller debye

length, meaning electrostatic fields cannot penetrate as deeply into the plasma.

In order to estimate the total current for a particle in a single Faraday cup scan,

a peak finding algorithm from the signals module (which is within the SciPy pack-

age) in Python is used to find the bases of the peaks. The peak is then integrated

between the two baselines and then divided by the 2 mm slit width of the F-Cup

grounded shield. Up to 10 Faraday cup scans are performed, with a peak finding

and integration procedure performed for each scan. The measured current is then

the mean and standard deviation of these current measurements. The measured

He+ currents are read out as a function of the primary input parameter variations,

which are shown in figure 6.4. The extraction voltage is held constant at 2.5 kV.
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Figure 6.3: Total current from bias power supply (red) and discharge arc cur-
rent (blue) as a function of extraction voltage between puller electrode
and anode.

The total current read out on the beam dump and the total bias current is also shown

for each case. The ion beams in the high pressure low magnetic field regime cannot

be measured since the low magnetic field does not curve the ion trajectory enough

to be measured by the Faraday Cup.

The He+ current is less than the total bias current for each parameter variation.

Since the beam is almost entirely composed of He+ particles (which we see since

the He+ current is slightly below the beam dump current), this suggests that the

beam is diverging enough along the magnetic field to hit the poles of the electro-

magnetic within the vacuum box. This is seen in the COMSOL™ simulations and

observed as scorch marks on the magnet pole. Thus we cannot actually measure

the entire beam in this current configuration. The puller current is not shown since

the current is much lower than the measured He+ current, thus it is insignificant.

It is clear though that an increase in each input parameter results in an increase

of He+ current extracted. This corresponds exactly to the increase in electron/ion

density observed through the OES measurements (section 4.6.1) and within the

COMSOL™ simulations (section 5.3.2 and 5.4). Thus it is confirmed by three

separate methods that the ion, and thus electron density, increases with gas flow,

arc voltage, and magnetic field strength.

Unfortunately, there is no way of directly measuring the α density within the
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Figure 6.4: Variations of He+, beam dump, and bias current are shown as a
function of variations in (a) gas flow, (b) arc voltage and (c) magnetic
field at Vext = 2.5 kV. The values of other constant parameters for each
case are: (a) Varc = 1.5 kV and B-Field = 0.41 T, (b) Q = 4 sccm and
B-Field = 0.4 T, and (c) Q = 4 sccm and Varc = 1.75 kV.

plasma using the current experimental setup. Therefore the only way to get infor-

mation is by direct extraction. However, a problem is quickly seen when measuring

the α current from the F-Cup, as shown in figure 6.5. This shows the integrated α

current from the F-Cup in red and the measured puller current in blue. One may

be tempted to make judgements from such plots, for example in figure 6.5c where

it seems the α current increases with magnetic field whilst the puller current de-

creases. However, as the puller current is several times higher than the α current, it

is possible that most of the reduction on the puller is from more He+ ions making

through, whereas the opposite happens to the α particles due to the differences in

curvature in the magnetic field. The same can be said for the other plots.
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Figure 6.5: Variations of α (red) and puller current (blue) are shown as a
function of variations in (a) gas flow, (b) arc voltage and (c) magnetic
field at Vext = 2.5 kV. The values of other constant parameters for each
case are: (a) Varc = 1.5 kV and B-Field = 0.41 T, (b) Q = 4 sccm and
B-Field = 0.4 T, and (c) Q = 4 sccm and Varc = 1.75 kV.

The primary issue of course is that the extraction voltage is 6× lower than the

15 kV it is designed for. Thus the extracted ions do not accelerate as quickly and

can therefore more easily hit the puller. In the future, these experiments will be

performed for the hot cathode mode as intended at 15 kV extraction. Therefore,

extraction studies with the cold cathode source using the current system can only

confirm the increase of He+ currents with all varied input parameters, with an

open question as to how much α particles are produced as a function of the input

parameters.
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6.2 Conclusion
An experimental setup for studying a Penning ion source discharge using helium

gas was designed and manufactured. The purpose of this test stand is to charac-

terize the Penning discharge as a function of operational parameters such as the

input gas flow, arc power, and magnetic field strength using helium gas. This is

done to better understand the underlying plasma physics within the ion source and

how they change as the input parameters are varied. A better understanding of the

plasma physics could lead to future developments of this source that can optimize

ion beam output. It is specifically of interest to develop a source that can maximize

α particle output, which would then be a commercially viable alternative to ECR

sources that are currently used to produce these particles in medical accelerators.

Chapter 3 of this thesis reviewed the engineering and physics involved to cre-

ate this test stand. The test stand is composed of a large C-magnet that generates

a magnetic field used to confine the plasma and to curve the trajectory of the ex-

tracted ion beam for current measurements with a Faraday cup. The original test

stand was setup within a couple of years, but experiments ultimately showed that

the ion source could not be operated under high voltage due to potential triple

points and secondary electrons generating sparks near exposed insulators. A new

ion source was designed to fix these issues, with heavy reliance on COMSOL™

Multiphysics to simulate various portions of the source. This included simulat-

ing electrostatics to make sure the electric fields are low enough to not generate

sparks, heat transfer to make sure components stay at appropriate temperatures to

avoid additional electron emission, and charged-particle tracing to design the ex-

traction system. The new ion source was able to sustain up to 15 kV at gas flows up

to 40 sccm without issue, but adding the plasma discharge showed that secondary

electrons were still an issue due to E×B drifts directing them towards the high

voltage insulators. An electron trap was designed to trap these electrons, and along

with improvements to avoid cathode sputtering affecting the plasma discharge, the

ion source was made operational. The final ion source can now be operated up to

15 kV extraction voltage, 0.94 T, and to 40 sccm.

In order to see how internal plasma properties are affected by input parame-

ter variations of the PIG source, we need a way of measuring the plasma prop-
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erties. One way of diagnosing the plasma is using optical emission spectroscopy

(OES), which is a method of evaluating the plasma properties such as electron den-

sity and temperature using the emitted light from the helium excited states within

the plasma. A collisional-radiative model for helium plasmas was created in or-

der to do this, as shown in chapter 4. This collisional-radiative model compares

well with another collisional-radiative model developed at IPP Garching called

Yacora on the Web, and actually improves upon it using approximations for radi-

ation trapping. This is shown by comparing this diagnostic to another diagnostic

made for this thesis called the Langmuir probe. This comparison was done on

an ion source that is fairly robust and can be diagnosed using both methods. It

was found that trends in electron density match well between the two diagnostics,

but electron temperature does not always match due to the possible existence of

non-Maxwellian electrons from the electron beam produced at the cathode sheath.

This means that the portion of high-energy electrons increases when approaching

the cathode sheath, which was shown using measured spatial variations of the β

parameter within the TRIUMF-licensed filament ion source using the Langmuir

probe. The non-Maxwellian portion of electrons was shown to be up to 4% of

the total electron population, with the electron temperature between 3 - 4.5 eV for

operations of 1 - 5 A arc current, 100 - 200 V arc voltage, and 7 - 35 sccm gas

flows. This non-Maxwellian component led to electron temperatures measured by

the OES to be up to 6 eV. The OES diagnostic, applied to the Penning discharge in

the cold cathode mode, shows that electron density increases with all three input

parameters (gas flow, arc voltage, and magnetic field strength), thus increases of

each is expected to increase ion current. It was shown that electron temperatures

for cold cathode Penning discharges under low pressure (2-6 sccm), high magnetic

field (≥ 0.2 T) operation can be between 16 - 35 eV with electron densities of

0.5×1017 - 4.5×1017 m−3. When operating under high pressures (≥ 15 sccm) and

low magnetic field (≤ 0.08 T), the electron temperatures are decreased to 14 - 23

eV whilst electron density is increased to 1×1017 - 5.7×1017 m−3. Using these

OES measurements, the properties of the Penning ion source plasma can now be

compared to expected values from simulated models, and correlated with ion beam

output for varied operational parameters.

Chapter 5 describes the simulations of the Penning ion source using COM-
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SOL™ to better understand and explain the plasma properties as a function of the

input parameters. COMSOL™ was chosen due to availability and to see whether a

relatively simple model (based on the drift-diffusion model) can explain the plasma

properties observed. Simulations were done in 1-D and 2-D. The 1-D model was

significantly improved by modifying the COMSOL™ model to more accurately

simulate the charge particle’s speed in high electric fields within the cathode sheath.

Though this model could predict most of the trends measured using the OES di-

agnostic, it was shown using the charged-particle tracing module that likely fast

non-Maxwellian electrons exist which are anisotropic with respect to the magnetic

field. Therefore, the model still neglects what may be an important plasma property

when studying the effects of input parameter variations on plasma dynamics. The

2-D model, while also able to predict the same trends in electron density and elec-

tron temperature as in the 1-D model, still has these flaws. In general, the electron

temperatures and densities are lower than measured using the OES diagnostic. For

example, the 1-D model high pressure and low magnetic field simulations predict

electron temperatures of 6 - 13 eV, whereas the OES measured electron temper-

atures of 14 - 23 eV. The electron density measured by the OES was 1×1017 -

5.7×1017 m−3, with the simulated densities lowered to 0.1×1017 - 1.8×1017 m−3.

Despite their limitations, both models are consistent with the OES measured trends

except: when comparing electron temperature as a function of arc voltage, and

when observing the changing trends in the plasma parameters at high magnetic

fields under low pressure operation. Thus such models can be used for qualitative

modeling of ion sources under various operational states, but more studies should

be performed to improve the modeling of high energy electrons from the cathode

sheath, and particle transport perpendicular to the magnetic field. These models

also included the formation of α particles, which showed that the α particle den-

sity within the ion source is expected to decrease with increasing gas flow, increase

with increasing arc voltage, and decrease with increasing magnetic field strength.

Lastly, extraction of the ions from the source showed that for the cold cath-

ode mode operation, only lower voltages up to 3 kV can be applied, otherwise the

reduction of plasma ions will dissipate the discharge. The increase of electron den-

sity shown in both OES measurements and plasma simulations clearly corresponds

to an increase in ion extraction as expected. However, a higher puller current com-
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pared to the extracted α current makes comparisons of α current vs input parameter

variation impossible at the moment. Only up to 16 µA of α particle current could

be extracted in the cold cathode mode. However, in the hot cathode mode where

the arc current is increased by a factor greater than×100, it is expected the currents

will be at least on the order of 100s µA.

6.2.1 Future studies

Something that is both fortunate and unfortunate about research and design done

in a set amount of time is that all the questions you get to answer will only lead to

more questions you want to answer. Though this thesis has led to many insights,

many open questions still exist that we hope to answer in the future.

It’s clear from this thesis that the assumption of Maxwellian electrons used

within most plasmas is likely not applicable to low pressure ion sources. Thus we

need a better way to model these ion sources to understand what is going on within

the plasma as we change its operational state. As discussed beforehand, the best

way to simulate the plasma which gives this sort of information are particle-in-cell

codes, and D-Pace is currently looking into creating such a code within the next

few years with the help of Dr. Gwenael Fubiani. Though the simplified model

within COMSOL™ has worked well for replicating the trends we see for primary

ion production (He+ in this case), it is clear that more details on electron kinetics

are needed to properly describe the plasma dynamics. Most importantly, this would

lead to a better model of α production, which likely relies heavily on high-energy

electrons due to the high ionization energy of He+. This would allow us to better

model how these parameter variations change α production rather than simply the

electron density.

There are also further experiments that will need to be done to study how α par-

ticle production depends on the operational parameters in the hot cathode mode.

For this, we will need to operate the ion source while varying the operational pa-

rameters of gas flow, magnetic field strength, and arc current at maximum extrac-

tion voltage (15 kV). This will be used to determine what values of each parameter

are needed to maximize α particle extraction. It is possible that some combina-

tion of optimal extraction cannot be reached given the current Penning ion source
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design. In which case, re-designs will have to be done using modern engineer-

ing solutions in order to reach this optimized operational mode. In addition, we

will measure the plasma properties using the OES diagnostic to provide clues as

to why these operational parameters optimize α particle production. Using this

information, it might be possible to implement unique engineering solutions when

designing an ion source which allow us to optimize α extraction without simply

pushing the limits of an operational parameter, which may be difficult or costly to

do.

In addition, improvements to extraction experiments will likely need to be done

to better resolve the α particle currents. One way to do this is by using a movable

puller, which can be positioned until a maximum α current is readout on the F-

Cup. This would allow us to readout α currents while minimizing bombardment

of these particles on the puller. A movable puller has already been designed and

manufactured which can be placed on the flange opposite the one used for the ion

source, and we hope to start experiments with this puller within the next year.
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Appendix

The appendix for this thesis will simply be informal notes from the author. This

allows for a simpler ‘narrative flow’. These are pieces of information that are

not significantly important to the general thesis, but may be important to those

attempting to do similar work.

Ion Source Design Issues
The first iteration of the ion source design also had issues holding high voltage in

other areas, such as in the delrin insulator that acted as the high voltage flange.

Steel rods at high voltage were placed through to control the ion source puller.

However, sparking events were constant, and eventually the rod was just replaced

with a delrin rod. I have no clue why the rod would spark along the delrin insulator,

as electrostatic simulations showed that electric fields are quite low here. This

may have been a triple point issue, though it seems unlikely based on the spacing

provided. In general, always try to avoid exposed insulators if possible from my

experience.

Sputtering of the tantalum cathode onto the insulators was also an issue with

the first iteration. So imagine my surprise when the second iteration, which had the

cathode facing the plasma a fair distance away from the insulators, still coated it.

It might be because some sputtered tantalum flies off at very low angles relative to

the cathode surface. Or more likely because of parasitic discharges away from the

plasma column which sputters off towards the insulators.
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OES
Since non-Maxwellian EEDFs are clearly important, I did attempt to implement

it into the OES in many ways. One way which got closest to matching langmuir

measurements was taking several of the local minimums, and doing a weighted

average of the parameters using 1/err as the weight. Ultimately the results were

too inconsistent, and so it is unknown whether this could truly work.

Not a lot of effort was put into solving different OEF factors for a given geom-

etry and different density profiles. The complexity, which means time drawn from

the many other things on my plate with this project, pushed it to last on the list of

important things to do. Such is the reality with these sort of projects. However, in

the future, it would be useful to see how more complicated assumptions change the

OEF results. For the sake of trends in parameters though, measuring radially and

using the OEF (equation 4.28) commonly used by others is adequate, and is very

commonly used by other groups as referenced in the thesis.

Langmuir Probe
An ongoing issue with the Langmuir probe in the TRIUMF ion source is that sput-

tering from the filament (or maybe the probe itself) was a constant issue that’d

cause surface of the probe to be covered with tantalum. Make sure to shield the

probe sufficiently in these types of plasmas, and also take care not to overload the

probe. This can be done by avoiding the electron saturation current region, which

has led to one too many probes melting on me.

Plasma modeling
I do believe that it is possible to make a better 2-D model. This could be done by

completely re-making a set of PDE solvers in COMSOL™ which include the ion

and electron velocity and energy equations. However, it would have to be done

over many small steps with careful testing of each step with known theoretical

results. It would take time, but would probably be worth it if it can improve on the

models in this thesis, yet still be much shorter to solve then PIC codes. However,

convergence with several non-linear PDEs might take certain initial conditions. For
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the models described in this thesis, it was already a bit of a pain to get the right

initial conditions that can be resolved.

Such a code could also include multiple electron distributions, such as a bi-

Maxwellian, to better improve the model. However, at this point we might end up

with the same issue, where a set of equations with many unknown variables might

have several ways to achieve the same solution, some of which may be unrealistic.

Hot Cathode Arc
It’s a shame that the bias power supply failed before the ISTF left NZ, then after

several months of shipment delays thanks to a certain pandemic, another power

supply failed. Thus the data taken in the hot cathode regime is incomplete. Some

notes on this operation mode are as follows.

The capacitive discharge circuit, whilst fine for igniting the source when it

couldn’t ignite for unknown reasons, was not as effective as simply increasing the

gas flow so that it could be more easily ignited with the main power supply. It

may be that other arc plasma igniters we used as examples did not have high gas

pressures they could use to ignite the arc discharge as we did.

The OES when used on the hot cathode ion source used a different light from

Oceanoptics which is supposed to have a blackbody output at 2800 K. However,

lack of other technical details (how closely it follows this for example) are not given

despite several email exchanges, so there’s very little reason to trust this. It did still

give decent results for trends when compared to the Langmuir probe. However,

when applied to the hot cathode PIG source, no observed trends could be seen

when changing magnetic field or arc current (the controllable for this mode). This

may be because at such high current densities the OES model fails due to greater

interactions of energetic heavy particles, more Coulomb collisions, existence of

plasma waves, significance of higher energy excited states in discharge, etc. Due

to lack of experimentation, it is unknown at the moment what the issue may be.

The usual trends of increased electron density and decreased electron temperature

with gas flow were still observed though, this seems quite universal.

When extracting from this mode, very high bias currents past 35 mA were

observed. The helium ion current went up with each input parameter of gas flow,
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magnetic field, and arc current, which implies that the electron density within the

plasma also goes up with each. This makes sense due to the same arguments made

for the cold cathode, except in this case a higher arc current means greater cathode

electron emission, and thus greater electron density. α-currents were observed up

to about 300 uA in a preliminary dataset, which is quite promising.
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